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Abstract

This paper is devoted to the proof of uniform Hölder and Lipschitz estimates close

to oscillating boundaries, for divergence form elliptic systems with periodically oscil-

lating coe�cients. Our main point is that no structure is assumed on the oscillations

of the boundary. In particular, those are neither periodic, nor quasiperiodic, nor sta-

tionary ergodic. We investigate the consequences of our estimates on the large scales

of Green and Poisson kernels. Our work opens the door to the use of potential theo-

retic methods in problems concerned with oscillating boundaries, which is an area of

active research.

1 Introduction

This paper is concerned with Hölder and Lipschitz estimates for elliptic systems and their
consequences in potential theory. Our divergence form elliptic system reads®

−∇ ·A(x/ε)∇uε = f +∇ · F, x ∈ Dε(0, 1),
uε = 0, x ∈ ∆ε(0, 1),

(1.1)

and is posed in the domain with oscillating boundary

Dε(0, 1) :=
{
(x′, xd), |x′| < 1, εψ(x′/ε) < xd < εψ(x′/ε) + 1

}
.

The main focus of the paper is on uniformity in ε. The coe�cients are assumed to be
periodically oscillating. However, no structure assumption is made on the boundary. In
particular, no periodicity, quasiperiodicity, nor stationary ergodicity is assumed on the
oscillations of ψ.

xd = εψ(x′/ε) + r

xd = εψ(x′/ε)

xd = −1

xd = 0
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The study of oscillating boundaries and roughness induced e�ects is an area of active
applied and theoretical research. The applications involve a lot of di�erent scales and range
from geophysics [18, 11, 29] to micro�uidics [10]. From a mathematical point of view, the
general goal is to describe the (averaged) e�ect of the oscillations of the boundary on
the behavior of the solution to the partial di�erential equation. Two questions are of
particular importance: well-posedness and asymptotic behavior far from the oscillating
boundary. Well-posedness can be usually proved in very general settings. Indeed, some
of the latest works [19, 13] have been focused on getting rid of any structure assumptions
on the boundary. The analysis proves to be intricate, because a lot of the usual tools
(Poincaré inequalities, Fourier analysis. . . ) cannot be used. As far as the second question
is concerned, some averaging properties of the oscillations have always been assumed in
the existing litterature: the papers [9, 12] are just two examples. Our hope is that the
estimates in this paper will make it possible to resort to potential theoretical methods in
order to investigate such questions.

Uniform Schauder estimates for elliptic systems with periodically oscillating coe�cients
have been pioneered by Avellaneda and Lin in a series of seminal papers [5, 4, 6, 7, 8].
Adapting a compactness method originating from the study of the regularity problem in
the calculus of variations [3, 14] (see also [21]), they prove for instance that weak solutions
uε = uε(x) of

−∇ ·A(x/ε)∇uε = 0, x ∈ B(0, 1),

satisfy the estimate

‖∇uε‖L∞(B(0,1/2)) ≤ C‖uε‖L∞(B(0,1)), (1.2)

with a constant C > 0 uniform in ε. This interior estimate comes along with other interior
and boundary Hölder and Lipschitz estimates for divergence form elliptic systems, as well
as non-divergence form elliptic equations. A detailed review of interior estimates is done
in section 2.3 below. These works strongly rely on the periodicity assumption and are
restricted to �at boundaries.

Another important contribution of the work of Avellaneda and Lin is the investigation
of the asymptotics of Green Gε = Gε(x, x̃) and Poisson P ε = P ε(x, x̃) kernels associated to
the operator with oscillating coe�cients −∇·A(x/ε)∇ and to the domain Ω ⊂ Rd. The key
observation is that the analysis of the large scales r = |x− x̃| � 1 of Gε(x, x̃) or P ε(x, x̃)
boils down, after proper rescaling, to the study of the local properties of Gε/r or P ε/r.
This can be done thanks to the local Schauder estimates uniform in ε. Such a line of ideas
has been successfully implemented to expand the fundamental solution of −∇ · A(x/ε)∇
in [8]. It underlies the recent work of Kenig, Lin and Shen [28], where optimal expansions
for Green and Neumann functions, along with their derivatives are derived.

A boundary version of the Lipschitz estimate (1.2) has also been used in the analysis
of boundary layer correctors in homogenization. In the article [30] the investigation of the
asymptotics far from the boundary of boundary layer correctors vbl = vbl(y),®

−∇ ·A(y)∇vbl = 0, y · n > 0,
vbl = v0, y · n = 0,

with n ∈ Sd−1, is carried out using the representation of vbl via Poisson's kernel P = P (y, ỹ)

vbl(y) =

ˆ
ỹ·n=0

P (y, ỹ)v0(ỹ)dỹ.
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An expansion of P (y, ỹ) for |y − ỹ| � 1 is established: there exists an explicit kernel
P exp = P exp(y, ỹ) such that

|P (y, ỹ)− P exp(y, ỹ)| ≤ C

|y − ỹ|d−1+κ
, κ > 0.

The latter makes it possible, using the ergodicity on the boundary, to show that

vbl(y)
y·n→∞−→ V∞.

One of our motivations here is to generalize this analysis to systems in oscillating half-
spaces ®

−∇ ·A(y)∇vbl = 0, yd > ψ(y′),
vbl = v0, yd = ψ(y′).

Our paper is a �rst step in this direction. Going a step further, would require to assume
some structure of ψ ensuring averaging properties far from the boundary. Moreover, it
would ask for a good understanding of the interplay between the oscillations of ψ, A and
v0. We refer to [30, sections 2 and 7] and to [19, section 3] to get an insight into these
questions.

The work of Avellaneda and Lin on uniform estimates has far-reaching consequences in
homogenization and potential theory: besides the references already cited let us mention
[20, 25, 26]. Generalizing it has been the purpose of intense research over the past few
years. Without attempting to be exhaustive, we refer to the work of Kenig, Lin and Shen
[27] for the Neumann problem, of Geng and Shen [16] on parabolic systems, of Shen [33]
on divergence form elliptic systems in an almost periodic setting and to the references
cited in these papers. Moreover we are aware of one extension concerned with oscillating
boundaries. In [17] Gérard-Varet proves a uniform Hölder estimate close to an oscillating
boundary for the Stokes system in �uid mechanics. The proof of a Lipschitz estimate for
the system (1.1), which we address in this paper, is however much more involved and relies
on new ideas.

Before going into the details of our results, let us state our setting.

1.1 Framework

Let λ > 0, 0 < ν0 < 1 and M0 > 0 be �xed in what follows. Let

ω : [0,∞)→ [0,∞), such that ω(0) = 0 and ω(t)
t→0−→ 0,

be a �xed modulus of continuity. The boundary is a graph given by ψ in the class C1,ω
M0

or

C1,ν0
M0

de�ned by

C1,ω
M0

:= {ψ ∈ C1(Rd−1) : 0 ≤ ψ ≤M0, ‖∇ψ‖L∞(Rd−1) ≤M0,

|∇ψ(x′)−∇ψ(x̂′)| ≤ ω(|x′ − x̂′|), ∀ x′, x̂′ ∈ Rd−1},
C1,ν0
M0

:= {ψ ∈ C1,ν0(Rd−1) : 0 ≤ ψ ≤M0, ‖∇ψ‖L∞(Rd−1) + [∇ψ]C0,ν0 (Rd−1) ≤M0},

Keep in mind that Dε(0, r) and thus uε depends on ψ, although we usually do not write
explicitly the dependence in ψ. The reason for this is that all our results hold uniformly
for ψ in the above class C1,ω

M0
or C1,ν0

M0
.

We assume that the coe�cients matrix A = A(y) = (Aαβij (y)), with 1 ≤ α, β ≤ d and
1 ≤ i, j ≤ N is real, that

A belongs to the class C0,ν0 and ‖A‖L∞(Rd) + [A]C0,ν0 (Rd) ≤M0, (1.3)
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that A is uniformly elliptic i.e.

λ|ξ|2 ≤ Aαβij (y)ξαi ξ
β
j ≤

1

λ
|ξ|2, for all ξ = (ξαi ) ∈ RdN , y ∈ Rd (1.4)

and periodic i.e.
A(y + z) = A(y), for all y ∈ Rd, z ∈ Zd. (1.5)

We say that A belongs to the class A0,ν0 if A satis�es (1.3), (1.4) and (1.5). Starred
quantities always refer to the transposed operator −∇ · A∗(x/ε)∇, where for all α, β ∈
{1, . . . d} and i, j ∈ {1, . . . N}, (A∗)αβij := Aβαji .

1.2 Outline of our main results

Our ultimate goal is to prove a Lipschitz estimate close to the oscillating boundary for
uε weak solution of (1.1). Our main focus is on getting uniformity in ε, ψ ∈ C1,ν0

M0
and

A ∈ A0,ν0 . Our main results can be stated as follows.

Result A (Hölder, Proposition 6). Let κ, κ′ > 0. There exists C > 0, such that for all

0 < µ < min
(
1− d/(d+ κ), 2− d/(d/2 + κ′)

)
,

for all ψ ∈ C1,ω
M0

, for all A ∈ A0,ν0, for all ε > 0, for all f ∈ Ld/2+κ′(Dε(0, 1)), for all

F ∈ Ld+κ(Dε(0, 1)), for all uε weak solution to (1.1)

[uε]
C0,µ(Dε(0,1/2))

≤ C
¶
‖uε‖L2(Dε(0,1)) + ‖f‖Ld/2+κ′ (Dε(0,1)) + ‖F‖Ld+κ(Dε(0,1))

©
.

Notice that C depends on d, N , M0, on the modulus of continuity ω of ∇ψ, λ, κ and κ′.

Result B (Lipschitz, Theorem 16). Let 0 < µ < 1 and κ > 0. There exists C > 0, such
that for all ψ ∈ C1,ν0

M0
, for all A ∈ A0,ν0, for all ε > 0, for all f ∈ Ld+κ(Dε(0, 1)), for all

F ∈ C0,µ(Dε(0, 1)), for all uε weak solution to (1.1)

‖∇uε‖L∞(Dε(0,1/2)) ≤ C
¶
‖uε‖L∞(Dε(0,1)) + ‖f‖Ld+κ(Dε(0,1)) + ‖F‖C0,µ(Dε(0,1))

©
.

Notice that C depends on d, N , M0, λ, ν0, κ and µ.

In section 8, we address a generalization of these estimates to the case when the coe�-
cients are oscillating at a scale α and the boundary is oscillating at another scale β. There
is no connection between α and β. A boundary Hölder estimate uniform in α and β is
stated in Proposition 26. A boundary Lipschitz estimate uniform in α and β is stated in
Theorem 27.

The next estimate compares the Green function Gε = Gε(x, x̃) associated to the opera-
tor with oscillating coe�cients −∇·A(x/ε)∇ and the oscillating domain xd > εψ(x′/ε), to
the Green function G0 = G0(x, x̃) associated to the homogenized operator with constant
coe�cients −∇ ·A∇ and the �at domain xd > 0.

Result C (Expansion, Theorem 22). There exists C > 0, such that for all ψ ∈ C1,ν0
M0

, for
all A ∈ A0,ν0, for all ε > 0, for all x, x̃ ∈ Dε

+

|Gε(x, x̃)−G0(x, x̃)| ≤ Cε

|x− x̃|d−1
.

Notice that C depends on d, N , M0, λ and ν0.

Along with these theorems, we prove among other things: estimates on Green and
Poisson kernels (see Lemmas 11, 12 and Propositions 20 and 21), and a maximum principle
for systems in a domain with oscillating boundary (Lemma 23).
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1.3 Comments and strategy of proof

We focus here on the Lipschitz estimate of Result B. Let us make some comments:

boundary smoothness Taking ψ only Lipschitz would not be enough to get that uε is
Lipschitz close to the boundary. We need C1,ν0 regularity on ψ.

blow-up For ψ ∈ C1,ν0
M0

, the norm

[∇(εψ(x′/ε))]C0,ν0 = [∇ψ(x′/ε)]C0,ν0 = O(ε−ν0) (1.6)

blows up in the limit ε→ 0.

lack of structure Appart from taking ψ in the class C1,ν0
M0

, the boundary has no structure.
In particular, it is neither periodic, nor quasiperiodic.

non periodic homogenization Take N = 1, A = Id and f = F = 0. In this case, uε is
a weak solution to ®

−∆uε = 0, x ∈ Dε(0, 1),
uε = 0, x ∈ ∆ε(0, 1).

If one maps the oscillating domain into the �at domain, using the (non unique)
mapping

(x′, xd) ∈ Rd+
Ψε7−→ (x′, xd + εψ(x′/ε)ϑ(xd/ε)) ∈ Dε

+, (1.7)

(ϑ is a cut-o� function in the vertical direction) we get that for all (x′, xd) ∈ Rd+

ũε(x′, xd) := uε(x′, xd + εψ(x′/ε)ϑ(xd/ε))

is a weak solution to ®
−∇ · Ã(x/ε)∇ũε = 0, x ∈ D̃ε(0, 1),

ũε = 0, x ∈ ∆̃ε(0, 1),
(1.8)

where (x′, xd) ∈ D̃ε(0, 1) if |x′| < 1 and 0 < xd < 1 + εψ(x′/ε), and for all x ∈ Rd

Ã(x/ε) =

Ç
Id−1 −ϑ(xd/ε)∇x′ψ(x′/ε)

0 1− ϑ′(xd/ε)ψ(x′/ε)

åT Ç
Id−1 −ϑ(xd/ε)∇x′ψ(x′/ε)

0 1− ϑ′(xd/ε)ψ(x′/ε)

å
.

Notice that the oscillations are localized near the boundary. Yet the system (1.8)
has no structure and the homogenization may even not be possible.

To conclude, there is no way around dealing with the strong oscillations of the boundary.

Further remarks

Remark 1. The H-convergence theory tells us that a subsequence of ũε solving (1.8)
converges weakly to a solution ũ0 of an elliptic system with non oscillating coe�cients
A0 = A0(x). Notice that A0 may depend on the subsequence, and is not unique. However,
appart from A0 ∈ L∞, we do not have any information on the regularity of A0.

Remark 2 (large scales). In all what follows, the main issue when proving estimates uniform
in ε comes from the large scales O(1) when ε→ 0. For the small scales O(ε) we can always
rely on classical estimates.
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Remark 3 (boundedness of the boundary). For our proof of the Lipschitz estimate, it is
crucial that ψ is bounded in L∞(Rd−1). This ensures the convergence of the oscillating
half-space to a �at one. If instead, we have a graph given by ψ ∈ C1,ν0(Rd−1), such that
for instance

ψ(0) = 0 and ‖∇ψ‖L∞(Rd−1) ≤M0,

then for all x′ ∈ Rd−1

|εψ(x′/ε)| = |εψ(x′/ε)− εψ(0)| ≤M0|x′|.

This implies that the graph of ψε = εψ(·/ε) is squeezed is the complement of a cone of Rd.
Furthermore, since

‖∇ψε‖L∞(Rd−1) = O(1) and ψε(0) = 0,

for all 0 < µ < 1 by Ascoli and Arzela's theorem, we may extract a subsequence converging
strongly in C0,µ(Rd−1) to ψ0. Of course, the limit ψ0 of the subsequence is far from being
unique. This smoothness is enough to get Hölder regularity, but is too weak to get Lipschitz
regularity.

Remark 4 (position of the boundary). So as to avoid pointless technicalities, we work in the
whole paper with a boundary lying above xd = 0, i.e. 0 ≤ ψ. This condition can be always
achieved by translating in the vertical direction. Doing so may change the coe�cients of
the operator, but the resulting coe�cients Ã still belong to A0,ν0 and the estimates of the
paper apply.

Remark 5 (boundedness of the boundary and �attening). Notice also that using the map-
ping (1.7) in order to �atten the boundary leads to a loss of the crucial information
ψ ∈ L∞(Rd−1) in the system (1.8).

Strategy of proof At �rst, the blow-up (1.6) seems to be a huge obstruction to uni-
form Lipschitz estimates. Indeed, we have to rely on Schauder estimates. Applying these
estimates directly leads to bounds depending on the C1,ν0 semi-norm of εψ(·/ε), which
blows-up. The key is that we only need the C1,µ regularity estimate at small scale O(ε).
At large scale, we only see the Lipschitz regularity of ψ and

‖∇(εψ(x′/ε))‖L∞ = O(1).

Moreover, what exempts us from having to deal with the homogenization of (1.8), is that
the amplitude of the boundary is of the order of ε, so that when ε → 0, the boundary
tends to a �at one. This argument is the key to the so-called �improvement lemmas�, in
which the compactness analysis is carried out.

1.4 Overview of the paper

Section 2 is concerned with a review of classical Schauder estimates, as well as a complete
description of the interior estimates to be found in [4]. In section 3, we give a proof
of Result A, the Hölder estimate uniform in ε in the oscillating domain. In section 4,
we carry out the analysis of a boundary corrector, which is crucial in order to get the
boundary Lipschitz estimate. The boundary Lipschitz estimate of Result B is proved �rst
for equations with constant coe�cients in section 5, then for general elliptic systems with
periodically oscillating coe�cients in section 6. Pointwise estimates on Green and Poisson
kernels, as well as the �rst-order expansion for Green's kernel in the oscillating domain
(Result C) are established in section 7. In section 8, we tackle the generalization of the
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uniform boundary estimates to systems where the coe�cients and the boundary oscillate
at two di�erent scales. The last part 9 is devoted to generalizations of our estimates to
boundaries with a macroscopic behavior and to inclined half-spaces.

1.5 Further notations

For ε > 0, r > 0, for x′0 ∈ Rd−1, let

Dε
ψ(0, r) = Dε(0, r) :=

{
(x′, xd), |x′| < r, εψ(x′/ε) < xd < εψ(x′/ε) + r

}
,

∆ε
ψ(0, r) = ∆ε(0, r) :=

{
(x′, xd), |x′| < r, xd = εψ(x′/ε)

}
,

Dε
ψ,+ = Dε

+ :=
{
(x′, xd), εψ(x′/ε) < xd

}
,

Dε
ψ,− = Dε

− :=
{
(x′, xd), εψ(x′/ε) > xd

}
,

∆ε
ψ = ∆ε :=

{
(x′, xd), xd = εψ(x′/ε)

}
,

Dε
ψ(x′0, r) = Dε(x′0, r) :=

{
(x′, xd), |x′ − x′0| < r, εψ(x′/ε) < xd < εψ(x′/ε) + r

}
,

∆ε
ψ(x′0, r) = ∆ε(x′0, r) :=

{
(x′, xd), |x′ − x′0| < r, xd = εψ(x′/ε)

}
,

D0(0, r) :=
{
(x′, xd), |x′| < r, 0 < xd < r

}
,

∆0(0, r) :=
{
(x′, 0), |x′| < r

}
,

D−1(0, r) :=
{
(x′, xd), |x′| < r, −1 < xd < r

}
,

where |x′| = maxi=1,... d |xi|. Notice that x0 := (x′0, εψ(x′0/ε)) ∈ ∆(x′0, r). For an arbitrary
point x0 ∈ Rd, B(x0, r) is simply the ball of center x0 and radius r. We usually drop the
subscripts ψ, except at very few places. For ε > 0, x ∈ Dε

+,

δεψ(x) = δ(x) := xd − εψ(x′/ε).

We write δ(x) when no confusion is possible, even if this number depends on ε and ψ.
Let also

(u)Dε(0,r) := −
ˆ
Dε(0,r)

u =
1

|Dε(0, r)|

ˆ
Dε(0,r)

u.

We will write (u)0,r in short when it does not lead to any confusion. In general, for a point
x0 = (x′0, εψ(x′0/ε)) ∈ ∆ε

+

(u)Dε(x′0,r) = (u)x′0,r := −
ˆ
Dε(x′0,r)

u =
1

|Dε(x′0, r)|

ˆ
Dε(x′0,r)

u.

The Lebesgue measure of a set is denoted by | · |. In the sequel, C > 0 is always a constant
uniform in ε which may change from line to line. For a positive integer m, let also Im
denote the identity matrix Mm(R).

2 Preliminaries

2.1 Classical Schauder regularity

Let u = u(y) be a weak solution to® −∇ ·A(y)∇u = f +∇ · F, y ∈ D1
ψ(0, 1),

u = 0, y ∈ ∆1
ψ(0, 1).

For classical Schauder estimates, we refer to [21, Chapter III], [22, Chapter 5] and in a
slightly di�erent context (hydrodynamics) to [23].
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Following the method of Campanato, the Schauder estimates can be obtained from
purely energetical considerations (Cacciopoli and Poincaré inequalities), without relying
on potential theory. The central result in this theory is the characterization of Hölder
continuity in terms of Campanato spaces [21, Theorem 1.2] and [22, Theorem 5.5]: when
Ω ⊂ Rd is a Lipschitz domain and u ∈ C0,µ(Ω) for 0 < µ < 1, then

[u]2
C0,µ(Ω)

∼ sup
x0∈Ω, ρ>0

ρ−2µ−
ˆ
B(x0,ρ)∩Ω

|u− (u)B(x0,ρ)∩Ω|2dx,

where ∼ means that the semi-norms on the left and right hand sides are equivalent.

Theorem 1 (classical Hölder regularity). Let κ, κ′ > 0. Assume that ψ ∈ C1(Rd−1),

‖∇ψ‖L∞(Rd−1) ≤M0, |∇ψ(y′)−∇ψ(ŷ′)| ≤ ω(|y′ − ŷ′|), ∀ y′, ŷ′ ∈ Rd−1

and A ∈ A0,ν0. Assume furthermore that f ∈ Ld/2+κ′(D1
ψ(0, 1)), F ∈ Ld+κ(D1

ψ(0, 1)) and

u ∈ L2(D1
ψ(0, 1)). Then u ∈ C0,σ(D1

ψ(0, 1/2)) and

[u]C0,σ(D1
ψ

(0,1/2)) ≤ C
ß
‖u‖L2(D1

ψ
(0,1)) + ‖f‖Ld/2+κ′ (D1

ψ
(0,1)) + ‖F‖Ld+κ(D1

ψ
(0,1))

™
, (2.1)

for σ := min (1− d/(d+ κ), 2− d/(d/2 + κ′)).

For elements of proof, we refer to Theorems 5.17, 5.21 and Corollary 5.18 in [22], as
well as Theorem 2.8 in [23].

Remark 6 (regularity on the coe�cients). Notice that this estimate is true for

A in the class C0 such that ‖A‖L∞(Rd) ≤M0

and |A(y)−A(ŷ)| ≤ ω(|y − ŷ|), ∀ y, ŷ ∈ Rd.
(2.2)

However, we do not use this optimal regularity in our work, since our focus is on Lipschitz
estimates, for which A has to be C0,ν0 .

Remark 7 (regularity on the source term). Notice that F ∈ Ld+κ(B(0, 1)) ⊂ L2,d−2+2κ/(d+κ),
which is the Morrey space (see [22, De�nition 5.1]).

Remark 8. The constant C in (2.1) depends on the C0,ν0 norm of A, and on the L∞ norm
and on the modulus of continuity of ∇ψ since the theorem is proved by �attening the
boundary. In particular, C does not depend on ‖ψ‖L∞ .
Theorem 2 (classical Lipschitz and C1,σ regularity). Let κ > 0 and 0 < µ < 1. Assume
that ψ ∈ C1,ν0(Rd−1),

‖∇ψ‖L∞(Rd−1) + [∇ψ]C0,ν0 (Rd−1) ≤M0,

and A ∈ A0,ν0. Assume furthermore that f ∈ Ld+κ(D1
ψ(0, 1)), F ∈ C0,µ(D1

ψ(0, 1)) and

u ∈ L2(D1
ψ(0, 1)). Then u ∈W 1,∞(D1

ψ(0, 1/2)) and

‖∇u‖L∞(D1
ψ

(0,1/2))+[∇u]C1,σ(D1
ψ

(0,1/2)) ≤ C{‖u‖L2(D1
ψ

(0,1))+‖f‖Ld+κ(D1
ψ

(0,1))+‖F‖C0,µ(D1
ψ

(0,1))},
(2.3)

where σ := min (1− d/(d+ κ), µ, ν0).

For elements of proof, we refer to Theorems 5.19, 5.20 and 5.21 in [22], as well as
Theorem 2.8 in [23].

Remark 9. The constant C in (2.3) depends on ‖A‖C0,ν0 and on ‖∇ψ‖C0,ν0 since the
theorem is proved by �attening the boundary. Again, the constant does not depend on the
L∞ norm of ψ.
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2.2 Homogenization and weak convergence

We recall the standard weak convergence result in periodic homogenization for a �xed

domain Ω. As usual, the constant homogenized matrix A = A
αβ ∈MN (R) is given by

A
αβ

:=

ˆ
Td
Aαβ(y)dy +

ˆ
Td
Aαγ(y)∂yγχ

β(y)dy, (2.4)

where the family χ = χγ(y) ∈MN (R), y ∈ Td, solves the cell problems

−∇y ·A(y)∇yχγ = ∂yαA
αγ , y ∈ Td and

ˆ
Td
χγ(y)dy = 0. (2.5)

Theorem 3 (weak convergence). Let Ω be a bounded Lipschitz domain in Rd and let
uk ∈W 1,2(Ω) be a sequence of weak solutions to

−∇ ·Ak(x/εk)∇uk = fk ∈ (W 1,2(Ω))′,

where εk → 0 and the matrices Ak = Ak(y) ∈ L∞ satisfy (1.4) and (1.5). Assume that
there exist f ∈ (W 1,2(Ω))′ and uk ∈ W 1,2(Ω), such that fk −→ f strongly in (W 1,2(Ω))′,
uk → u0 strongly in L2(Ω) and ∇uk ⇀ ∇u0 weakly in L2(Ω). Also assume that the
constant matrix Ak de�ned by (2.4) with A replaced by Ak converges to a constant matrix
A0. Then

Ak(x/εk)∇uk ⇀ A0∇u0 weakly in L2(Ω)

and
∇ ·A0∇u0 = f ∈ (W 1,2(Ω))′.

For a proof, which relies on the classical oscillating test function argument, we refer
for instance to [27, Lemma 2.1]. This is an interior convergence result, since no boundary
condition is prescribed on uk.

2.3 Interior estimates in homogenization

We recall here two interior estimates proved by Avellaneda and Lin in [4].

Theorem 4 (Hölder estimate, [4, Lemma 9]). For all κ > 0, there exists C > 0 such that
for all A ∈ A0,ν0, for all ε > 0, for all F ∈ Ld+κ(B(0, 1)), for all uε ∈ L2(B(0, 1)) weak
solution to

−∇ ·A(x/ε)∇uε = ∇ · F in B(0, 1),

the following estimate holds

[uε]C0,µ(B(0,1/2)) ≤ C
¶
‖uε‖L2(B(0,1)) + ‖F‖Ld+κ(B(0,1))

©
,

where µ := 1 − d/(d + κ). Notice that C depends on d, N , on ‖A‖C0,ν0 i.e. on M0, on λ
and κ.

Remark 10 (rescaled estimate). Assume

−∇ ·A(x/ε)∇uε = ∇ · F in B(0, r),

for r > 0. Then,

[uε]C0,µ(B(0,r/2)) ≤ C
¶
r−d/2−µ‖uε‖L2(B(0,r)) + r1−µ−d/(d+κ)︸ ︷︷ ︸

=1

‖F‖Ld+κ(B(0,r))

©
. (2.6)

9



Remark 11 (more general source terms). A slight generalization of this Hölder estimate is
the following: for κ, κ′ > 0, for uε weak solution to

−∇ ·A(x/ε)∇uε = f +∇ · F in B(0, 1),

we have

[uε]C0,µ(B(0,1/2)) ≤ C
¶
‖uε‖L2(B(0,1)) + ‖f‖Ld/2+κ′ (B(0,1)) + ‖F‖Ld+κ(B(0,1))

©
,

with µ := min (1− d/(d+ κ), 2− d/(d/2 + κ′)). The rescaled estimate reads

[uε]C0,µ(B(0,r/2)) ≤ C
¶
r−d/2−µ‖uε‖L2(B(0,r)) + r2−µ−2d/(d+2κ′)‖f‖Ld/2+κ′ (B(0,r))

+r1−µ−d/(d+κ)‖F‖Ld+κ(B(0,r))

©
. (2.7)

Remark 12 (regularity on the coe�cients). Notice again that this estimate is true for
A ∈ C0 satisfying (2.2). However, we do not use this fact here, since our focus is on
Lipschitz estimates, for which A has to be C0,ν0 .

Remark 13. In view of Theorem 5.17 and Corollary 5.18 in [22], the classical Schauder
regularity applies and gives uε ∈ C0,µ(B(0, 1/2)), with µ := 1 − d/(d + κ) = κ/(d + κ).
Of course, this classical estimate is not uniform in ε, and the contribution of [4] is to show
that there is a way, via homogenization, to get uniform Hölder estimates in ε when the
coe�cients are periodically oscillating.

Theorem 5 (Lipschitz estimate, [4, Lemma 16]). For all κ > 0, there exists C > 0 such
that for all A ∈ A0,ν0 , for all ε > 0, for all f ∈ Ld+κ(B(0, 1)), for all uε ∈ L∞(B(0, 1))
weak solution to

−∇ ·A(x/ε)∇uε = f in B(0, 1),

the following estimate holds

‖∇uε‖L∞(B(0,1/2)) ≤ C
¶
‖uε‖L∞(B(0,1)) + ‖f‖Ld+κ(B(0,1))

©
.

Notice that C depends on d, N , M0, λ and κ.

Remark 14 (L∞ control of uε). The control of ‖uε‖L∞(B(0,1)) is used in a compactness
argument of Ascoli-Arzela type.

Remark 15 (rescaled estimate). Assume

−∇ ·A(x/ε)∇uε = f in B(0, r),

for r > 0. Then,

‖∇uε‖L∞(B(0,r/2)) ≤ C
¶
r−1‖uε‖L∞(B(0,r)) + r1−d/(d+κ)‖f‖Ld+κ(B(0,r))

©
. (2.8)

Remark 16 (more general source terms). A slight generalization of this Lipschitz estimate
is the following: for κ > 0, for 0 < µ < 1, for uε weak solution to

−∇ ·A(x/ε)∇uε = f +∇ · F in B(0, 1),

we have

‖∇uε‖L∞(B(0,1/2)) ≤ C
¶
‖uε‖L∞(B(0,1)) + ‖f‖Ld+κ(B(0,1)) + ‖F‖C0,µ(B(0,1))

©
.

The rescaled estimate then reads

‖∇uε‖L∞(B(0,r/2)) ≤ C
¶
r−1‖uε‖L∞(B(0,r)) + r1−d/(d+κ)‖f‖Ld+κ(B(0,r)) + rµ‖F‖C0,µ(B(0,r))

©
.

(2.9)
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3 Boundary Hölder estimate

The following proposition is a generalization to oscillating boundaries of Lemma 12 in [4].
A similar estimate, in the case of the Stokes system with oscillating boundary, is to be
found in [17, estimate (5.4)].

Proposition 6. Let κ, κ′ > 0. There exist C > 0, ε0 > 0 such that for all

0 < µ < min
(
1− d/(d+ κ), 2− d/(d/2 + κ′)

)
,

for all ψ ∈ C1,ω
M0

, for all A ∈ A0,ν0, for all ε > 0, for all f ∈ Ld/2+κ′(Dε(0, 1)), for all

F ∈ Ld+κ(Dε(0, 1)), for all uε weak solution to (1.1) the bounds

‖uε‖L2(Dε(0,1)) ≤ 1, ‖f‖Ld/2+κ′ (Dε(0,1)) ≤ ε0, ‖F‖Ld+κ(Dε(0,1)) ≤ ε0

imply
[uε]

C0,µ(Dε(0,1/2))
≤ C.

Notice that C and ε0 depend on d, N , M0, on the modulus of continuity ω of ∇ψ, λ, κ
and κ′.

Remark 17. Of course, for all f ∈ Ld/2+κ′(Dε(0, 1)), for all F ∈ Ld+κ(Dε(0, 1)), for all uε

weak solution to (1.1) such that

‖uε‖L2(Dε(0,1)) <∞, ‖f‖Ld/2+κ′ (Dε(0,1)) <∞, ‖F‖Ld+κ(Dε(0,1)) <∞,

we have the estimate

[uε]
C0,µ(Dε(0,1/2))

≤ C
¶
‖uε‖L2(Dε(0,1)) + ‖f‖Ld/2+κ′ (Dε(0,1)) + ‖F‖Ld+κ(Dε(0,1))

©
, (3.1)

with C > 0 uniform in ε. In order to see that (3.1) boils down to Proposition 6 we divide
uε, f and F by the quantity

J := −
ˆ
Dε(0,1)

|uε|2 +
1

ε0
‖f‖Ld/2+κ′ (Dε(0,1)) +

1

ε0
‖F‖Ld+κ(Dε(0,1)).

Remark 18 (without source terms). If f = F = 0, then for all 0 < µ < 1,

‖uε‖L2(Dε(0,1)) ≤ 1 implies [uε]
C0,µ(Dε(0,1/2))

≤ C.

Remark 19 (control of the Hölder norm). Let us emphasize three arguments showing that
the estimate on the semi-norm of uε is enough to control the Hölder norm of uε: namely,
if

‖uε‖L2(Dε(0,1)) ≤ 1,

then
‖uε‖

C0,µ(Dε(0,1/2))
≤ C.

Assume for simplicity that f = F = 0. Fix ε > 0.
The �rst argument reads as follows. It is enough to show that we can control |uε(xε)|

at one point xε ∈ Dε(0, 1/2):

|uε(xε)| ≤ C
Çˆ

Dε(0,1)
|uε(x)|2dx

å1/2

. (3.2)
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Indeed, for every x ∈ Dε(0, 1/2), there is an x̃ ∈ Dε(0, 1/2) such that the segments [x, x̃]
and [x̃, xε] are contained in Dε(0, 1/2) (of course, x̃ is introduced to compensate for the
lack of convexity of Dε(0, 1/2)). Then

|uε(x)| ≤ |uε(x)− uε(x̃)|+ |uε(x̃)− uε(xε)|+ |uε(xε)|

≤ C
{

[uε]
C0,µ(Dε(0,1/2))

+

Çˆ
Dε(0,1)

|uε(x)|2dx
å1/2

}
,

with C > 0 uniform in ε. Note that (3.2) is a consequence of Tchebychev's inequality, since

|{uε > t}| ≤ ‖uε‖L2(Dε(0,1))/t
2 t→0−→ 0.

The second argument starts from the inequality

|u(x)| ≤ |u(y)|+ |u(x)− u(y)| ≤ |u(y)|+ [u]C0,µ(Dε(0,1/2))|x− y|µ

for all x, y ∈ Dε(0, 1/2). Integrating the latter with respect to y yields

‖u‖L∞(Dε(0,1/2)) ≤ C
Ä
‖u‖L2(Dε(0,1)) + [u]C0,µ(Dε(0,1/2))

ä
≤ C‖u‖L2(Dε(0,1)).

Finally, an alternative (simpler) argument uses directly the fact that uε(x) = 0 for
x ∈ ∆ε(0, 1/2): for x̄ := (x′, εψ(x′/ε)) ∈ ∆ε(0, 1/2)

|uε(x)| = |uε(x)− uε(x̄)| ≤ [uε]
C0,µ(Dε(0,1/2))

δ(x)µ ≤ [uε]
C0,µ(Dε(0,1/2))

≤ C‖uε‖L2(Dε(0,1)).

The following corollary is a generalization of Theorem 13 in [4] to oscillating boundaries.
Similar estimates for the Green function associated to the Stokes operator in an oscillating
domain have been showed in [17, section 5.2].

Let ‹Gε = ‹Gε(x, x̃) be the Green kernel associated to the operator −∇ · A(x/ε)∇ and
the oscillating domain Dε(0, 2). We recall that for all x̃ ∈ Dε(0, 2), ‹Gε(·, x̃) is a weak
solution of ®

−∇ ·A(x/ε)∇‹Gε(x, x̃) = δ(x− x̃) IN , x ∈ Dε(0, 2),‹Gε(x, x̃) = 0, x ∈ ∂Dε(0, 2),

where here δ(·) stands for the Dirac measure supported at the point 0.

Corollary 7. There exists C > 0, for all ψ ∈ C1,ω
M0

, for all A ∈ A0,ν0, for all ε > 0, for all
x, x̃ ∈ Dε(0, 15/8),

|‹Gε(x, x̃)| ≤ C

|x− x̃|d−2
, if d ≥ 3, (3.3)

|‹Gε(x, x̃)| ≤ C(| log |x− x̃||+ 1), if d = 2. (3.4)

Proof of Corollary 7. The proof of this corollary follows the lines of [4, Theorem 13]. The
key is the boundary Hölder estimate of Proposition 6 uniform in ε for f = F = 0.

Proof of Proposition 6

Let κ, κ′ > 0 be �xed for the whole proof. The proof follows the scheme of the three-step
compactness method introduced by Avellaneda and Lin [4] in the context of homogeniza-
tion:

1. improvement lemma,

12



2. iteration lemma,

3. proof of Proposition 6.

We will redo the same type of three steps argument in the proof of the boundary Lipschitz
estimates. For the latter, however, the proof is much more involved, as it requires the
introduction of Dirichlet and boundary correctors, meant to correct the oscillations of the
coe�cients and of the boundary.

The estimate of the C0,µ semi-norm of uε is based on the characterization of Hölder
spaces by Campanato (see [21, Theorem 1.2] or [22, Theorem 5.5]):

[uε]2
C0,µ(Dε(0,1/2))

∼ sup
x0∈Dε(0,1/2), ρ>0

ρ−2µ−
ˆ
Dε(x0,ρ)

|uε − (uε)x0,ρ|2dx,

where ∼ means that the semi-norms on the left and right hand sides are equivalent.

First step

Lemma 8 (improvement lemma). For all 0 < µ < min (1− d/(d+ κ), 2− d/(d/2 + κ′)),
there exist ε0 > 0, 0 < θ < 1/8, such that for all ψ ∈ C1,ω

M0
, for all 0 < ε < ε0, for

all A ∈ A0,ν0, for all f ∈ Ld/2+κ′(Dε(0, 1)), for all F ∈ Ld+κ(Dε(0, 1)), for all uε weak
solution to ®

−∇ ·A(x/ε)∇uε = f +∇ · F, x ∈ Dε(0, 1),
uε = 0, x ∈ ∆ε(0, 1),

(3.5)

if

−
ˆ
Dε(0,1)

|uε|2 ≤ 1, ‖f‖Ld/2+κ′ (Dε(0,1)) ≤ ε0, ‖F‖Ld+κ(Dε(0,1)) ≤ ε0

then

−
ˆ
Dε(0,θ)

|uε|2 ≤ θ2µ. (3.6)

Remark 20. It is a classical fact (see for example [22, Exercise 5.10]) that

ˆ
Dε(0,θ)

|uε − (uε)0,θ|2 = inf
ū∈RN

ˆ
Dε(0,θ)

|uε − ū|2.

This implies that

−
ˆ
Dε(0,θ)

|uε − (uε)0,θ|2 ≤ −
ˆ
Dε(0,θ)

|uε|2 ≤ θ2µ.

Remark 21. The reason why we can prove the improved bound (3.6) lies in the fact that
uε vanishes on ∆ε(0, 1). The iteration argument of the second step of the proof is easier
to carry out with this bound on uε, rather than the bound on uε − (uε)0,θ. Indeed, the
former vanishes on ∆ε(0, 1), which is not true for the latter.

Proof of Lemma 8. Let 0 < θ < 1/8, 0 < µ′ < min (1− d/(d+ κ), 2− d/(d/2 + κ′)), A0

be any constant coe�cients matrix satisfying (1.4) and u0 ∈ W 1,2(D0(0, 1/4)) be a weak
solution to ®

−∇ ·A0∇u0 = 0, x ∈ D0(0, 1/4),
u0 = 0, x ∈ ∆0(0, 1/4),

(3.7)

such that

−
ˆ
D0(0,1/4)

|u0|2 ≤ 42d+1.
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By classical Schauder regularity (see Theorem 1),

[u0]
C0,µ′ (D0(0,1/8))

≤ C
Ç
−
ˆ
D0(0,1/4)

|u0|2
å1/2

. (3.8)

We have for θ small, using u0(0) = 0,

−
ˆ
D0(0,θ)

|u0|2 ≤ C sup
x∈D0(0,θ)

|u0(x)|2 ≤ C sup
x∈D0(0,θ)

|u0(x)− u0(0)|2

≤ Cθ2µ′ [u0]2
C0,µ′ (D0(0,1/8))

≤ Cθ2µ′−
ˆ
D0(0,1/4)

|u0|2,

so that

−
ˆ
D0(0,θ)

|u0|2dx ≤ C42d+1θ2µ′ (3.9)

where C is uniform in θ. Fix 0 < µ < µ′ < 1, and choose 0 < θ < 1/8 such that
θ2µ > C42d+1θ2µ′ .

The goal is now to show (uniformly in ψ and A in their respective classes) that for this
θ, there exists ε0 such that for all 0 < ε < ε0,

−
ˆ
Dε(0,θ)

|uε|2 ≤ θ2µ.

Let us show this by contradiction. Assume that there exist a sequence εk
k→∞−→ 0, ψk ∈ C1,ω

M0
,

Ak ∈ A0,ν0 , f εk ∈ Ld/2+κ′(Dεk(0, 1/2)), F εk ∈ Ld+κ(Dεk(0, 1/2)) and uεk weak solution to
(3.5) such that

−
ˆ
Dεk (0,1)

|uεk |2 ≤ 1, ‖f εk‖Ld/2+κ′ (Dεk (0,1)) ≤ εk, ‖F εk‖Ld+κ(Dεk (0,1)) ≤ εk

and

−
ˆ
Dεk (0,θ)

|uεk |2 > θ2µ. (3.10)

Thanks to the uniform control of uεk in L2, we can rely on weak compactness in W 1,2

using Cacciopoli's inequality, and on strong compactness in L2 using Rellich's compact
embedding. Doing so we have to be careful, since the L2 bound on uε is on the domain
with oscillating boundary Dεk(0, 1). Since uεk = 0 on ∆εk(0, 1), we control by Cacciopoli's
inequality

‖∇uεk‖L2(Dεk (0,1/2)) ≤ C,
with C > 0 uniform in εk. In order to deal with the oscillating boundary, we extend f εk ,
F εk and uεk by 0 below the oscillating boundary xd = εkψk(x

′/εk). We then have for k
large

‖uεk‖L2(D−1(0,1/4)) ≤ C and ‖∇uεk‖L2(D−1(0,1/4)) ≤ C.
Therefore, up to extracting subsequences,

Ak −→ A0,

with Ak de�ned by (2.4) with A replaced by Ak, and A
0 is a constant coe�cients matrix

satisfying the ellipticity condition (1.4), and there exists u0 ∈ H1(D−1(0, 1/4)),

uεk ⇀ u0 weakly in L2(D−1(0, 1/4)),

∇uεk ⇀ ∇u0 weakly in L2(D−1(0, 1/4)),
(3.11)
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and by Rellich's compact embedding theorem,

uεk −→ u0 strongly in L2(D−1(0, 1/4)). (3.12)

Furthermore,

f εk −→ 0 strongly in Ld/2+κ′(D−1(0, 1/4)),

F εk −→ 0 strongly in Ld+κ(D−1(0, 1/4)).
(3.13)

We have to show that u0 solves (3.7). That u0 is a weak solution to

−∇ ·A0∇u0 = 0 in D0(0, 1/4) (3.14)

follows from Theorem 3: for ι > 0, taking Ωι = (−1/4, 1/4)d−1 × (ι, 1/4) yields

−∇ ·A0∇u0 = 0 in Ωι,

thus (3.14) holds. It remains to see that u0 = 0 on ∆0(0, 1/4). Take a test function
ϕ ∈ C∞c ((−1/4, 1/4)d−1 × (−1, 0)). For all k, Supp(ϕ) ⊂ Dεk

− since 0 ≤ ψk. Then, since
uεk = 0 on Dεk

− and by (3.11), we get for k su�ciently large,

0 =

ˆ
D−1(0,1/4)

uεkϕ
k→∞−→

ˆ
D−1(0,1/4)

u0ϕ.

Consequently u0 = 0 in D′((−1/4, 1/4)d−1 × (−1, 0)), thus u0|(−1/4,1/4)d−1×(−1,0) = 0, and

by the trace theorem u0 = 0 ∈W 1/2,2(∆0(0, 1/4)). It follows that u0 satis�es the estimate
(3.8). Moreover,

−
ˆ
D0(0,1/4)

|u0|2 ≤ 4−
ˆ
D0(0,1/4)

|uεk |2 ≤ 42d+1−
ˆ
D0(0,1)

|uεk |2 ≤ 42d+1,

so that (3.9) holds.
The last step of the proof consists in passing to the limit in (3.10) in order to get a

contradiction. Since |Dεk(0, θ)| = |D0(0, θ)|, we have

−
ˆ
Dεk (0,θ)

|uεk |2 =
1

|D0(0, θ)|

ˆ
Dεk (0,θ)

|uεk |2

=
1

|D0(0, θ)|

®ˆ
D0(0,θ)

|uεk |2 +

ˆ
Dεk (0,θ)\D0(0,θ)

|uεk |2 −
ˆ
D0(0,θ)\Dεk (0,θ)

|uεk |2
´
.

(3.15)
By the strong convergence (3.12) of uεk

ˆ
D0(0,θ)

|uεk |2 k→∞−→
ˆ
D0(0,θ)

|u0|2,

and for k large

ˆ
Dεk (0,θ)\D0(0,θ)

|uεk |2 =

ˆ
Dεk (0,θ)\D0(0,θ)

|u0|2 +

ˆ
Dεk (0,θ)\D0(0,θ)

(|uεk |2 − |u0|2)

≤ 2

ˆ
Dεk (0,θ)\D0(0,θ)

|u0|2 + 2

ˆ
Dεk (0,θ)\D0(0,θ)

|uεk − u0|2

≤ 2

ˆ
D−1(0,1/4)

|u0|21Dεk (0,θ)\D0(0,θ) + 2

ˆ
D−1(0,1/4)

|uεk − u0|2 k→∞−→ 0,
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by dominated convergence on the one hand and the strong convergence (3.12) on the other
hand. In a similar fashion, the third term in the right hand side of (3.15) is shown to tend
to 0 when k →∞. Finally,

C42d+1θ2µ′ < θ2µ ≤ −
ˆ
Dεk (0,θ)

|uεk |2 k→∞−→ −
ˆ
D0(0,θ)

|u0|2

which is in contradiction with (3.9).

Second step

Lemma 9 (iteration lemma). For 0 < µ < min (1− d/(d+ κ), 2− d/(d/2 + κ′)) �xed, let
ε0 > 0 and θ > 0 as given by Lemma 8. For all k ∈ N, k ≥ 1, for all ε < θk−1ε0, for all
ψ ∈ C1,ω

M0
, for all A ∈ A0,ν0, for all f ∈ Ld/2+κ′(Dε(0, 1)), for all F ∈ Ld+κ(Dε(0, 1)), for

all uε weak solution to (3.5), if

−
ˆ
Dε(0,1)

|uε|2 ≤ 1, ‖f‖Ld/2+κ′ (Dε(0,1)) ≤ ε0, ‖F‖Ld+κ(Dε(0,1)) ≤ ε0

then

−
ˆ
Dε(0,θk)

|uε|2 ≤ θ2kµ.

Proof of Lemma 9. Let us do the proof by induction. The case k = 1 is Lemma 8. Let
k ≥ 1 and assume that for all ε < θk−1ε0, for all ψ ∈ C1,ω

M0
, for all A ∈ A0,ν0 , for all uε weak

solution to (3.5), if

−
ˆ
Dε(0,1)

|uε|2 ≤ 1, ‖f‖Ld/2+κ′ (Dε(0,1)) ≤ ε0, ‖F‖Ld+κ(Dε(0,1)) ≤ ε0

then

−
ˆ
Dε(0,θk)

|uε|2 ≤ θ2kµ. (3.16)

For all x ∈ Dε/θk(0, 1), let U ε be de�ned by

U ε(x) := uε(θkx)/θkµ.

Since
∇ ·
Ä
A(θkx/ε)∇uε(θkx)

ä
= θ2k [∇ ·A(·/ε)∇uε] (θkx),

U ε solves{
−∇ ·A(θkx/ε)∇U ε = 1

θkµ

î
θ2kf(θkx) + θk∇ · (F (θkx))

ó
, x ∈ Dε/θk(0, 1)

U ε = 0, x ∈ ∆ε/θk(0, 1)

and from (3.16)

−
ˆ
Dε/θ

k
(0,1)
|U ε(x)|2 ≤ 1.

Notice that since µ < min (1− d/(d+ κ), 2− d/(d/2 + κ′)),

‖θ2k−kµf(θkx)‖
Ld/2+κ

′
(Dε/θ

k
(0,1))

= θk(2−d/(d/2+κ′)−µ)‖f‖Ld/2+κ′ (Dε(0,1)) ≤ ‖f‖Ld/2+κ′ (Dε(0,1)) ≤ ε0

and

‖θk−kµF (θkx)‖
Ld+κ(Dε/θ

k
(0,1))

= θk(1−d/(d+κ)−µ)‖F‖Ld+κ(Dε(0,1)) ≤ ‖F‖Ld+κ(Dε(0,1)) ≤ ε0.
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Therefore, applying Lemma 8, for ε/θk < ε0,

−
ˆ
Dε/θ

k
(0,θ)
|U ε(x)|2 ≤ θ2µ,

which boils down to

−
ˆ
Dε(0,θk+1)

|uε(x)|2 ≤ θ2(k+1)µ

and concludes the proof.

Third step: proof of Proposition 6

If ε ≥ ε0, then Proposition 6 follows from the classical Hölder estimates. Let ε < ε0,
A ∈ A0,ν0 and ψ ∈ C1,ω

M0
be �xed for the rest of the proof. There exists a unique integer

k ≥ 1 such that θk ≤ ε/ε0 < θk−1. Let x0 := (0, x0,d) ∈ Dε(0, 1/2). Recall that δ(x0) =
x0,d− εψ(0). We distinguish between two cases: either δ(x0) > θk+1/2 (case �far� from the
boundary) or δ(x0) ≤ θk+1/2 (case �close� to the boundary).

Assume that δ(x0) > θk+1/2. In that case, the idea is to rely on the rescaled interior
Hölder estimate (2.7)

[uε]C0,µ(B(x0,δ(x0)/4)) ≤ C
¶

(δ(x0))−d/2−µ‖uε‖L2(B(x0,δ(x0)/2))

+(δ(x0))2−µ−d/(d/2+κ′)‖f‖Ld/2+κ′ (B(x0,δ(x0)/2))+(δ(x0))1−µ−d/(d+κ)‖F‖Ld+κ(B(x0,δ(x0)/2))

©
.

There exists 0 ≤ l ≤ k such that θl+1/2 < δ(x0) ≤ θl/2. If l = 0, then

‖uε‖L2(B(x0,δ(x0)/2)) ≤ ‖uε‖L2(Dε(0,1)) ≤ |Dε(0, 1)|1/2 < C(2δ(x0)/θ)d/2+µ,

where C > 0 only depends on the dimension d. If l ≥ 1, then by Lemma 9

‖uε‖L2(B(x0,δ(x0)/2)) ≤ ‖uε‖L2(Dε(0,θl)) ≤ Cθ(d/2+µ)l < C(2δ(x0)/θ)d/2+µ,

where C > 0 only depends on d and in particular not on θ. Moreover, for all l ∈ N, since

1− µ− d/(d+ κ) > 0, 2− µ− d/(d/2 + κ′) > 0,

we get

(δ(x0))2−µ−2d/(d+2κ′)‖f‖Ld/2+κ′ (B(x0,δ(x0)/2)) ≤ ‖f‖Ld/2+κ′ (Dε(0,1)) ≤ ε0,

(δ(x0))1−µ−d/(d+κ)‖F‖Ld+κ(B(x0,δ(x0)/2)) ≤ ‖F‖Ld+κ(Dε(0,1)) ≤ ε0.

This boils down to
[uε]C0,µ(B(x0,δ(x0)/4)) ≤ C

with C > 0 uniform in ε, k, but which may depend on d, µ and θ.
Assume that δ(x0) ≤ θk+1/2 ≤ θε/(2ε0). In this case we rely on classical estimates

near the boundary, which is relevant since we are at the small scale O(ε). We proceed
thanks to a blow-up argument, i.e. we consider vε de�ned for y ∈ D1(0, 1/ε) by

U ε(y) :=
1

ε
uε(εy).

It solves ®
−∇ ·A(y)∇U ε = εf(εy) +∇ · (F (εy)), y ∈ D1(0, 1/ε),

U ε = 0, y ∈ ∆1(0, 1/ε).

17



Applying the classical estimate (2.1) and rescaling, we get

ε−1+µ[uε(x)]C0,µ(Dε(0,ε/(2ε0))) = [U ε(y)]C0,µ(D1(0,1/(2ε0)))

≤ C
¶
‖U ε(y)‖L2(D1(0,1/ε0)) + ‖εf(ε·)‖Ld/2+κ′ (D1(0,1/ε0)) + ‖F (ε·)‖Ld+κ(D1(0,1/ε0))

©
= C

¶
ε−1−d/2‖uε(x)‖L2(Dε(0,ε/ε0)) + ε1−d/(d/2+κ′)‖f‖Ld/2+κ′ (Dε(0,ε/ε0)) + ε−d/(d+κ)‖F‖Ld+κ(Dε(0,ε/ε0))

©
.

Therefore,

[uε]C0,µ(Dε(0,ε/(2ε0))) ≤ C
¶
ε−d/2−µ‖uε‖L2(Dε(0,ε/ε0))

+ε2−µ−d/(d/2+κ′)‖f‖Ld/2+κ′ (Dε(0,ε/ε0)) + ε1−µ−d/(d+κ)‖F‖Ld+κ(Dε(0,ε/ε0))

©
≤ C

¶
1/(ε0θ

k)d/2+µ‖uε‖L2(Dε(0,θk−1)) + ‖f‖Ld/2+κ′ (Dε(0,1)) + ‖F‖Ld+κ(Dε(0,1))

©
≤ C

¶
1/(ε0θ

k)d/2+µθ(k−1)(d/2+µ) + 2ε0

©
≤ Cε0,θ.

One case is left. We have to deal with arbitrary points x0 ∈ Dε(0, 1/2). Remember
that ε, ψ and A are �xed. We consider ψ̃ de�ned for y′ ∈ Rd−1 by

ψ̃(y′) := ψ(y′/2 + x′0/ε),

and for y ∈ Rd
Ã(y′, yd) := A(y′/2 + x′0/ε, yd).

Notice that ψ̃ ∈ C1
M0

and Ã ∈ A0,ν0 . For all |x′| < 1, 2εψ̃(x′/(2ε)) < xd < 2εψ̃(x′/(2ε))+1,
let ũε be de�ned by

ũε(x′, xd) := uε(x′/2 + x′0, xd),

f̃ be de�ned by
f̃(x′, xd) := f(x′/2 + x′0, xd),

and F̃ be de�ned by
F̃ (x′, xd) := F (x′/2 + x′0, xd).

Let

J := −
ˆ
D2ε(0,1)

|ũε|2 +
1

ε0
‖f̃‖Ld/2+κ′ (D2ε

ψ̃
(0,1)) +

1

ε0
‖F̃‖Ld+κ(D2ε

ψ̃
(0,1)) ≤ ε0.

We have that

‖ũε‖L2(D2ε
ψ̃

(0,1)) ≤ J, ‖f̃‖Ld/2+κ′ (D2ε
ψ̃

(0,1)) ≤ ε0J, ‖F̃‖Ld+κ(D2ε
ψ̃

(0,1)) ≤ ε0J

and ũε solves { −∇ · Ã(x/(2ε))∇ũε = f̃ +∇ · F̃ , x ∈ D2ε
ψ̃

(0, 1),

ũε = 0, x ∈ ∆2ε
ψ̃

(0, 1).

We can thus apply Lemma 9 and argue exactly as above for x0 = (0, x0,d).

4 Boundary corrector

In the following lemma we build a corrector term for the oscillating boundary. This term
is crucial for the construction of an expansion for uε in the proof of the uniform Lipschitz
estimate.

For �xed M0 > 0, let ϑ′ ∈ C∞c (Rd−1) (resp. ϑd ∈ C∞c (R)) a cut-o� function com-
pactly supported in (−3/2, 3/2)d−1 (resp. in (−3M0/2, 3M0/2)), identically equal to 1 on
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(−1, 1)d−1 (resp. on (−M0,M0)). We de�ne the cut-o� function Θ ∈ C∞c (Rd) by for all
x′ ∈ Rd−1, yd ∈ R,

Θ(x′, yd) := ϑ′(x′)ϑd(yd).

Notice that Θ is compactly supported in (−3/2, 3/2)d−1 × (−3M0/2, 3M0/2), identically
equal to 1 on (−1, 1)d−1 × (−M0,M0) and that for all x′, x̂′ ∈ Rd−1, yd ∈ R,

|x′|, |x̂′| ≤ 1 implies Θ(x′, yd) = Θ(x̂′, yd). (4.1)

This property of Θ is just meant to give a nice form to the expansion of uε (see Lemma 15
below).

Lemma 10 (boundary corrector). For all 1/2 < τ < 1, there exists C > 0 such that for all
ψ ∈ C1,ω

M0
, for all A ∈ A0,ν0 , for all 0 < ε < 1, the unique weak solution vε ∈W 1,2(Dε(0, 2))

of ®
−∇ ·A(x/ε)∇vε = ∇ ·A(x/ε)∇(ψ(x′/ε)Θ(x′, xd/ε)), x ∈ Dε(0, 2),

vε = 0, x ∈ ∂Dε(0, 2),
(4.2)

satis�es the following estimate: for all x ∈ Dε(0, 3/2),

|vε(x)| ≤ C0δ(x)τ

ετ
, (4.3)

where δ(x) := xd − εψ(x′/ε).

Remark 22. Notice that vε depends on ψ even if the dependence is not explicitly written.
However, the constant C0 > 0 in the above inequality is uniform for ψ ∈ C1,ω

M0
.

The proof of Lemma 10 follows from the representation of vε thanks to Green's kernel‹Gε = ‹Gε(x, x̃) associated to the operator −∇ · A(x/ε)∇ and to the oscillating domain
Dε(0, 2). An estimate of ∇2

‹Gε is the key.
Lemma 11 (estimate of Green's kernel, d ≥ 3). For all 0 < τ < 1, there exists C > 0
such that for all ψ ∈ C1,ω

M0
, for all A ∈ A0,ν0, for all 0 < ε < 1:

(1) for all x, x̃ ∈ Dε(0, 7/4),

|‹Gε(x, x̃)| ≤ Cδ(x)τ

|x− x̃|d−2+τ
, (4.4)

|‹Gε(x, x̃)| ≤ Cδ(x)τδ(x̃)τ

|x− x̃|d−2+2τ
, (4.5)

(2) for all x, x̃ ∈ Dε(0, 3/2),

|∇2
‹Gε(x, x̃)| ≤ Cδ(x)τ

|x− x̃|d−1+τ
, for |x− x̃| ≤ ε, (4.6)

|∇2
‹Gε(x, x̃)| ≤ Cδ(x)τδ(x̃)τ

ε|x− x̃|d−2+2τ
, for |x− x̃| > ε. (4.7)

Remark 23. Although the gradient estimate holds for all x, x̃ ∈ Dε(0, 3/2), thanks to
the cut-o� Θ(x′, xd/ε) we essentially need it in a small layer of size O(ε) located near the
oscillating boundary.
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Remark 24. Notice that the decay at large scales of ∇2
‹Gε is not better than the decay

of ‹Gε. This comes from the fact that the bound (4.7) is obtained from (4.5) by applying
Lipschitz estimates at small scale O(ε).

Remark 25. Notice that the estimates (4.4) and (4.5) only hold for all x, x̃ ∈ Dε(0, 7/4),
not all x, x̃ ∈ Dε(0, 2). This comes from the fact that the boundary ∂Dε(0, 2) is not
smooth at the points lying on ∂Dε(0, 2) ∩∆ε ∩ {|x′| = 2}.

Lemma 12 (estimate of Green's kernel, d = 2). For all 0 < τ < 1, there exists C > 0
such that for all ψ ∈ C1,ω

M0
, for all A ∈ A0,ν0, for all 0 < ε < 1:

(1) for all x, x̃ ∈ Dε(0, 7/4),

|‹Gε(x, x̃)| ≤ C(| log |x− x̃||+ 1)
δ(x)τ

|x− x̃|τ , (4.8)

|‹Gε(x, x̃)| ≤ C(| log |x− x̃||+ 1)
δ(x)τδ(x̃)τ

|x− x̃|2τ , (4.9)

(2) for all x, x̃ ∈ Dε(0, 3/2),

|∇2
‹Gε(x, x̃)| ≤ C(| log |x− x̃|+ 1)

δ(x)τ

|x− x̃|1+τ
, for |x− x̃| ≤ ε, (4.10)

|∇2
‹Gε(x, x̃)| ≤ C(| log |x− x̃||+ 1)

δ(x)τδ(x̃)τ

ε|x− x̃|2τ , for |x− x̃| > ε. (4.11)

Below we only address the proof of Lemma 11. The case d = 2 is handled by the same
approach, using the estimate (3.4) on Green's kernel.

4.1 Proof of Lemma 10

Let us assume that d ≥ 3. The case d = 2 is handled similarly using the estimates (4.10)
and (4.11). We can represent vε thanks to Green's kernel: for all x ∈ Dε(0, 3/2),

vε(x) =

ˆ
Dε(0,2)

‹Gε(x, x̃)∇ ·A(x̃/ε)∇(ψ(x̃′/ε)Θ(x̃′, x̃d/ε))dx̃.

Integrating by parts, we get

vε(x) = −
ˆ
Dε(0,2)

∇2
‹Gε(x, x̃)A(x̃/ε)∇(ψ(x̃′/ε)Θ(x̃′, x̃d/ε))dx̃.

We now use the fact that the cut-o� Θ(x̃′, x̃d/ε) is supported in [−3/2, 3/2]d−1×[−3M0ε/2, 3M0ε/2],
and split the latter integral:

vε(x) = −
ˆ
Dε(0,2)∩[−3/2,3/2]d−1×[−3M0ε/2,3M0ε/2]∩{|x−x̃|≤ε}

∇2
‹Gε(x, x̃)A(x̃/ε)∇(ψ(x̃′/ε)Θ(x̃′, x̃d/ε))dx̃

−
ˆ
Dε(0,2)∩[−3/2,3/2]d−1×[−3M0ε/2,3M0ε/2]∩{|x−x̃|>ε}

∇2
‹Gε(x, x̃)A(x̃/ε)∇(ψ(x̃′/ε)Θ(x̃′, x̃d/ε))dx̃

= I1 + I2.
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Using ψ ∈ C1,ω
M0

we get on the one hand by (4.6)

|I1| ≤ C/ε
ˆ
Dε(0,2)∩[−3/2,3/2]d−1×[−3M0ε/2,3M0ε/2]∩{|x−x̃|≤ε}

δ(x)τ

|x− x̃|d−1+τ
dx̃

≤ Cδ(x)τ/ε

ˆ
|x−x̃|≤ε

1

|x− x̃|d−1+τ
dx̃

≤ Cδ(x)τ/ετ
ˆ
|ỹ|≤1

1

|ỹ|d−1+τ
dỹ ≤ Cδ(x)τ/ετ ,

and on the other hand by (4.7)

|I2| ≤ C/ε2

ˆ
Dε(0,2)∩[−3/2,3/2]d−1×[−3M0ε/2,3M0ε/2]∩{|x−x̃|>ε}

δ(x)τδ(x̃)τ

|x− x̃|d−2+2τ
dx̃

≤ Cδ(x)τ/ε2

ˆ
Rd−1×[−3M0ε/2,3M0ε/2]∩{|x−x̃|>ε}

δ(x̃)τ

|x− x̃|d−2+2τ
dx̃

≤ Cδ(x)τε−2+τ

{ˆ
|x′−x̃′|>ε

1

|x′ − x̃′|d−2+2τ

ˆ 3M0ε/2

−3M0ε/2

1{
1 + (xd−x̃d)2

|x′−x̃′|2
}(d−2+2τ)/2

dx̃ddx̃
′

+

ˆ
{|x−x̃|>ε}∩{|x′−x̃′|<ε}×[−3M0ε/2,3M0ε/2]

1

|x− x̃|d−2+2τ
dx̃

}

≤ Cδ(x)τε−2+τ

{
ε

ˆ
|x′−x̃′|>ε

1

|x′ − x̃′|d−2+2τ
dx̃′ +

ˆ
{|x−x̃|>ε}∩{|x′−x̃′|<ε}×[−3M0ε/2,3M0ε/2]

1

εd−2+2τ
dx̃

}

≤ Cδ(x)τε−2+τ

{
ε2−2τ

ˆ
|ỹ′|>1

1

|ỹ′|d−2+2τ
dỹ′ + ε2−2τ

}
≤ Cδ(x)τ/ετ ,

for 1/2 < τ < 1.

4.2 Proof of Lemma 11

The �rst observation is that the estimates (4.4) and (4.5) follow directly from the boundary
Hölder regularity uniform in ε of Proposition 6. Let us sketch the proof.

Fix 0 < ε < 1. Let

η := 7/4
¶

4 + (1 + 4/7M0)2
©1/2

;

it is an upper bound for the diameter of Dε(0, 7/4) when 0 < ε < 1. Let 0 < τ < 1,
x, x̃ ∈ Dε(0, 7/4), r := |x− x̃| and x̄ := (x′, εψ(x′/ε)) ∈ ∆ε(0, 7/4). Notice that |x− x̄| =
xd − εψ(x′/ε) = δ(x). Either δ(x) = |x− x̄| ≥ r/(8η + 1) or δ(x) = |x− x̄| < r/(8η + 1).
In the former case, (4.4) follows directly from (3.3) since (δ(x)/r)τ ≥ (1/(8η+ 1))τ so that

|‹Gε(x, x̃)| ≤ C

|x− x̃|d−2
≤ Cδ(x)τ

|x− x̃|d−2+τ
.

In the latter case δ(x) = |x − x̄| < r/(8η + 1), we use the fact that ‹Gε(·, x̃) is a weak
solution of ®

−∇ ·A(x/ε)∇‹Gε(x, x̃) = 0, x ∈ Dε(x̄, r/(8η + 1)),‹Gε(x, x̃) = 0, x ∈ ∆ε(x̄, r/(8η + 1)).

Notice that
Dε(x̄, r/(8η + 1)) ⊂ Dε(0, 15/8),
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that x̃ /∈ Dε(x̄, r/(8η+1)), and that x ∈ Dε(x̄, 1/(8η+1)). We want to apply the boundary
Hölder estimate (3.1) properly rescaled. Consider for z ∈ Dε′

ψ′(0, 1)

uε
′
(z) := ‹Gε((r/(8η + 1))z + x̄, x̃), ε′ := (8η + 1)ε/r, ψ′ := ψ(·+ x̄′/ε)

which solves ® −∇ ·A(z/ε′ + x̄/ε)∇uε′ = 0, z ∈ Dε′
ψ′(0, 1),

uε
′

= 0, z ∈ ∆ε′
ψ′(0, 1).

Now, ψ′ ∈ C1
M0

, A(·+ x̄/ε) ∈ A0,ν0 and estimate (3.1) implies

(r/(8η + 1))τ [‹Gε(·, x̃)]
C0,τ (Dε(x̄,r/(16η+2)))

= [uε
′
]
C0,τ (Dε

′
ψ′ (0,1/2))

≤ C‖uε′‖
L2(Dε

′
ψ′ (0,1))

= C‖‹Gε(·, x̃)‖L2(Dε(x̄,r/(8η+1))) (r/(8η + 1))−d/2 ,

so that using (3.3)

|‹Gε(x, x̃)| = |‹Gε(x, x̃)− ‹Gε(x̄, x̃)| ≤ [‹Gε(·, x̃)]
C0,τ (Dε(x̄,r/(16η+2)))

δ(x)τ

≤ Cδ(x)τ

rd/2+τ
‖‹Gε(·, x̃)‖L2(Dε(x̄,r/(8η+1))) ≤

Cδ(x)τ

rd−2+τ
=

Cδ(x)τ

|x− x̃|d−2+τ
,

which is (4.4). Estimate (4.5) is obtained in a similar manner by relying on the bound
(4.4) instead of (3.3) and by considering ‹G∗,ε = ‹G∗,ε(x̃, x) the Green kernel associated to

the operator −∇ · A∗(x̃/ε)∇ and the domain Dε(0, 2), where (A∗)αβij := Aβαji . Notice that‹G∗,ε(x̃, x) = ‹Gε(x, x̃)T for all x, x̃ ∈ Dε(0, 2).
The gradient estimates (4.6) and (4.7) now follow from classical Lipschitz estimates

applied at small scale. Let x, x̃ ∈ Dε(0, 3/2) and r := |x− x̃|. Notice that‹Gε(x, ·)T = ‹G∗,ε(·, x) so that ∇2
‹Gε(x, ·)T = ∇1

‹G∗,ε(·, x),

and ®
−∇ ·A∗(x̂/ε)∇‹G∗,ε(x̂, x) = 0, x̂ ∈ Dε(x̃, r/2),‹G∗,ε(x̂, x) = 0, x̂ ∈ ∆ε(x̃, r/2).

If r ≤ ε, consider for z ∈ Dε′
ψ′(x̃, 1)

uε
′
(z) = ‹G∗,ε(r/2(z − x̃) + x̃, x), ε′ := 2ε/r, ψ′ := ψ(·+ x̃′(1/ε− 1/ε′))

which solves ® −∇ ·A∗(z/ε′ + x̃(1/ε− 1/ε′))∇uε′ = 0, z ∈ Dε′
ψ′(x̃

′, 1),

uε
′

= 0, z ∈ ∆ε′
ψ′(x̃

′, 1).

Now, A∗(·+ x̃(1/ε− 1/ε′)) ∈ A0,ν0 , and the classical Lipschitz estimate yields

‖∇uε′‖
L∞(Dε

′
ψ′ (x̃

′,1/2))
≤ C ′‖uε′‖

L∞(Dε
′
ψ′ (x̃

′,1))
, (4.12)

where C ′ in the previous inequality depends a priori on ε′ but only through ‖A∗(·+ x̃(1/ε−
1/ε′))‖C0,ν0 and ‖∇(ε′ψ′(·/ε′))‖C0,ν0 : since ε

′ ≥ 2,

‖A∗(·/ε′ + x̃(1/ε− 1/ε′))‖C0,ν0 = O(1) and ‖∇(ε′ψ′(·/ε′))‖C0,µ = O(1).
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Thus C ′ can be taken uniform in ε′. Rescaling and applying (4.4) �nally gives

‖∇2
‹Gε(x, ·)‖L∞(Dε(x̃,r/4)) ≤

C

r
‖‹Gε(x, ·)‖L∞(Dε(x̃,r/2)) ≤

C

r
sup

x̂∈Dε(x̃,r/2)

δ(x)τ

|x− x̂|d−2+τ
≤ Cδ(x)τ

rd−1+τ
,

since |x− x̂| ≥ |x− x̃| − |x̃− x̂| ≥ r/2 for all x̂ ∈ Dε(x̃, r/2). Thus

|∇2
‹Gε(x, x̃)| ≤ Cδ(x)τ

|x− x̃|d−1+τ
.

If r > ε, Dε(x̃, ε/2) ⊂ Dε(x̃, r/2), so that we may directly apply the classical estimate at
small scale in combination with (4.5)

‖∇2
‹Gε(x, ·)‖L∞(Dε(x̃,ε/4)) ≤

C

ε
‖‹Gε(x, ·)‖L∞(Dε(x̃,ε/2))

≤ C

ε
sup

x̂∈Dε(x̃,ε/2)

δ(x)τδ(x̂)τ

|x− x̂|d−2+2τ
≤ Cδ(x)τδ(x̃)τ

ε|x− x̃|d−2+2τ
,

which implies (4.7).

5 Boundary Lipschitz estimate for Poisson's equation

We consider the problem ®
−∆uε = 0, x ∈ Dε(0, 1),

uε = 0, x ∈ ∆ε(0, 1).
(5.1)

Our goal is to show the following proposition:

Proposition 13. There exists a constant C > 0 such that for all ψ ∈ C1,ν0
M0

, for all ε > 0,
for all uε weak solution to (5.1),

‖∇uε‖L∞(Dε(0,1/2)) ≤ C ‖uε‖L∞(Dε(0,1)) .

Notice that C depends on d, N , M0, λ and ν0.

The result relies on the classical Schauder estimates for elliptic systems with non-
oscillating coe�cients. The main point here is to get an estimate uniform in ε. Following
Avellaneda and Lin [4], we apply the compactness method and prove Proposition 13 in
three steps: improvement, iteration, blow-up.

Remark 26 (ε large). The Lipschitz estimate for ε large, say bigger than ε0, follows from
the classical Schauder theory. Therefore, our proof is focused on ε < ε0, where the true
issues due to the highly oscillating boundary arise.

The purpose of the lemmas 14 and 15 below is to show that the homogeneous boundary
condition uε = 0 on ∆ε(0, 1) implies that uε is small in a boundary layer of size O(ε).

Lemma 14 (improvement lemma). For all 0 < µ < 1, there exist 0 < ε0 < 1, 0 < θ < 1/8,
such that for all ψ ∈ C1,ν0

M0
, for all 0 < ε < ε0, for all u

ε weak solution to®
−∆uε = 0, x ∈ Dε(0, 1/2),

uε = 0, x ∈ ∆ε(0, 1/2),
(5.2)
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if
‖uε‖L∞(Dε(0,1/2)) ≤ 1,

then∥∥∥uε(x)−
Ä
∂xdu

ε
ä

0,θ

{
xd − εψ(x′/ε)Θ(x′, xd/ε)− εvε(x)

}∥∥∥
L∞(Dε(0,θ))

≤ θ1+µ, (5.3)

where vε is the boundary corrector solving (4.2) with A = Id.

Lemma 15 (iteration lemma). For 0 < µ < 1 �xed, let 0 < ε0 < 1 and θ > 0 as given by
Lemma 14. There exists C1 > 0, for all k ∈ N, k ≥ 1, for all ε < θk−1ε0, for all ψ ∈ C1,ν0

M0
,

for all uε weak solution to (5.2), if

‖uε‖L∞(Dε(0,1/2)) ≤ 1,

then there exist aεk ∈ R and V ε
k = V ε

k (x) such that

|aεk| ≤ (C1/θ)[1 + θµ + . . . θ(k−1)µ],

|V ε
k (x)| ≤ (C0C1/θ)[1 + θµ + . . . θ(k−1)µ]

δ(x)τ

ετ
,

where C0 is the constant appearing in (4.3) and∥∥∥uε(x)− aεk
{
xd − εψ(x′/ε)Θ(x′, xd/ε)

}− εV ε
k (x)

∥∥∥
L∞(Dε(0,θk))

≤ θk(1+µ).

Remark 27 (Lemma 14). We cannot prove a bound like

−
ˆ
Dε(0,θ)

∣∣∣∇uε − Ä∇uεä
0,θ

∣∣∣2 ≤ θ1+2µ

because we lack strong convergence of ∇uε. Furthermore, as a computation in dimension
1 shows, we cannot prove boundedness in ε of more than ∇uε in L∞.
Remark 28 (Lemma 14). We may also prove the estimate∥∥∥uε − Ä∇uεä

0,θ
· x
∥∥∥
L∞(Dε(0,θ))

≤ θ1+µ,

but the iteration does not go through since
Ä
∇uε
ä

0,θ
·x is highly oscillating on the boundary.

Remark 29 (Necessity of the boundary corrector). We could also get an estimate (Lemma
14) on

uε −
Ä
∂xdu

ε
ä

0,θ

(
xd − εψ(x′/ε)

)
,

which vanishes on the oscillating boundary (good for the iteration argument of Lemma
15). However, this would require to deal with source terms of the form ∇·f ε in the system
(5.1) when proving an analogue of Lemma 15:

−∆
(
uε(θx)−

Ä
∂xdu

ε
ä

0,θ
(θxd − εψ(θx′/ε))

)
= θ
Ä
∂xdu

ε
ä

0,θ
∇ · (∇ψ(θx′/ε)) , x ∈ Dε/θ(0, 1/2),

uε(θx)−
Ä
∂xdu

ε
ä

0,θ
(θxd − εψ(θx′/ε)) = 0, x ∈ ∆ε/θ(0, 1/2).

The issue here is that f ε = θ
Ä
∂xdu

ε
ä

0,θ
∇ψ(θx′/ε) is not compact in C0,α, but only in Ld+δ

which is not enough to get Hölder regularity on ∇u0 (see Theorem 2) in the compactness
argument of Lemma 14. This motivates the introduction of the boundary corrector vε in
the expansion for uε.
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Remark 30. The bound ‖uε‖L∞(Dε(0,1/2)) ≤ 1 and the divergence theorem yield

∣∣∣(∂xduε)0,θ

∣∣∣ =

∣∣∣∣∣−
ˆ
Dε(0,θ)

∂xdu
ε

∣∣∣∣∣ =
1

|Dε(0, θ)|

∣∣∣∣∣
ˆ

∆0(0,θ)
uε(x′, εψ(x′/ε) + θ)dx′

∣∣∣∣∣
≤ C

θ
‖uε‖L∞(Dε(0,1/2)) ≤ C1/θ.

(5.4)

This bound will be used extensively in the iteration procedure of Lemma 15.

5.1 Proof of Lemma 14

Let 0 < µ < 1 be �xed for the whole proof. This lemma contains the compactness
argument and its proof is done by contradiction. It follows the scheme of the proof of
Lemma 8. Roughly speaking the idea is:

• to assume that estimate (5.3) is false for a subsequence uεk bounded in L∞(Dεk(0, 1)),

• and to show that uεk (or a subsequence) converges to u0 solving Poisson's equation
in a �at domain, for which classical elliptic estimates [1, 2] apply.

Again, some technicalities result from the fact that uε lives in the oscillating upper half-
space, whereas its limit u0 lives in the �at one.

Estimate in the �at domain Let 0 < θ < 1/8 and u0 ∈ W 1,2(D0(0, 1/4)) be a weak
solution of ®

−∆u0 = 0, x ∈ D0(0, 1/4),
u0 = 0, x ∈ ∆0(0, 1/4),

(5.5)

such that
∥∥u0

∥∥
L2(D0(0,1/4)) ≤ 1. The classical regularity theory of [1, 2] yields u0 ∈

C2(D0(0, 1/8)). Using that for all x ∈ D0(0, θ)

u0(x)−
Ä
∂xdu

0
ä

0,θ
xd = u0(x)− u0(x′, 0)−

Ä
∂xdu

0
ä

0,θ
xd

=

ˆ 1

0
∂xdu

0(x′, txd)xddt−
1

|D0(0, θ)|

ˆ
D0(0,θ)

∂xdu
0(y)xddy

=
1

|D0(0, θ)|

ˆ 1

0

ˆ
D0(0,θ)

Ä
∂xdu

0(x′, txd)− ∂xdu0(y)
ä
xddydt.

we get ∥∥∥u0 −
Ä
∂xdu

0
ä

0,θ
xd
∥∥∥
L∞(D0(0,θ))

≤ C2θ
2. (5.6)

The constant C2 appearing in the former inequality is uniform in θ, so take now for the
rest of the proof 0 < θ < 1/8 such that θ1+µ > C2θ

2.

Contradiction argument: extraction of subsequences We carry out the contradic-
tion argument assuming that there exist εk → 0 (0 < εk < θ), ψk ∈ C1,ν0

M0
and uεk solving

(5.1) such that

‖uεk‖L∞(Dεk (0,1/2)) ≤ 1, (5.7)

and∥∥∥uεk − Ä∂xduεkä0,θ {xd − εkψk(x′/εk)Θ(x′, xd/εk)− εkvεk(x)
}∥∥∥

L∞(Dεk (0,θ))
> θ1+µ. (5.8)
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We recall that vεk is the boundary corrector associated to the boundary graph εkψk(·/εk)
and solving (4.2) with A = Id. The idea is to use the bound

‖uεk‖L∞(Dεk (0,1/2)) ≤ 1, (5.9)

together with Hölder and Cacciopoli estimates to extract subsequences in C0 and W 1,2.
One thing one has to take care of is the fact that the bounds hold in the oscillating domain
xd > εkψk(x

′/εk).

First, it follows from the L∞ bound (5.9) and the boundary Hölder estimate of Propo-
sition 6 that for 0 < µ < 1

[uεk ]
C0,µ(Dεk (0,3/8))

≤ C.

Let ũεk be de�ned by: for all (x′, xd) ∈ D0(0, 3/8),

ũεk(x′, xd) = uεk(x′, xd + εkψk(x
′/εk)).

We have, for all x, x̂ ∈ D0(0, 3/8),

∣∣ũεk(x′, xd)− ũεk(x̂′, x̂d)
∣∣ ≤ ∣∣uεk(x′, xd + εkψk(x

′/εk))− uεk(x̂′, x̂d + εkψk(x̂
′/εk))

∣∣
≤ C (|x′ − x̂′|+ |xd + εkψk(x

′/εk)− x̂d − εkψk(x̂′/εk)|
)µ

≤ C (|x′ − x̂′|+ |xd − x̂d|+M0|x′ − x̂′|
)µ ≤ C|x− x̂|µ,

which means that

[ũεk ]
C0,µ(D0(0,3/8))

≤ C.

The boundedness of ũεk in C0,µ(D0(0, 3/8)) and Ascoli-Arzela's theorem makes it possible
to extract a subsequence again denoted by ũεk such that

ũεk
k→∞−→ u0 strongly in C0(D0(0, 3/8)). (5.10)

Second, the L∞ bound (5.9), the homogeneous Dirichlet boundary condition uεk = 0
on ∆εk(0, 1/2) and Cacciopoli's inequality imply that

‖∇uεk‖L2(Dεk (0,3/8)) ≤ C. (5.11)

In order to take care of the fact that the latter bound is for uεk de�ned in the oscillating
domain, we extend uεk on D−1(0, 1/4) by 0 on

¶
|x′| < 1

4 , −1 < xd < εkψk (x′/εk)
©
. Then

uεk ∈W 1,2(D−1(0, 1/4)) and (5.11) yields

‖∇uεk‖L2(D−1(0,1/4)) ≤ C.

Up to extracting a subsequence, we have the following convergences

uεk ⇀ ū0 weakly in L2(D−1(0, 1/4)),

∇uεk ⇀ ∇ū0 weakly in L2(D−1(0, 1/4)).
(5.12)

Let us brie�y show that u0 = ū0 in D0(0, 1/4), where u0 is the limit in (5.10) and
ū0 is the limit in (5.12). It is su�cient to show that uεk converges toward u0 weakly in
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L2(D0(0, 1/4)). Let ϕ ∈ L2(D0(0, 1/4)). We have∣∣∣∣∣
ˆ
D0(0,1/4)

(uεk − u0)ϕ

∣∣∣∣∣ =

∣∣∣∣∣
ˆ
D0(0,1/4)

(uεk − ũεk)ϕ+

ˆ
D0(0,1/4)

(ũεk − u0)ϕ

∣∣∣∣∣
≤
ˆ
D0(0,1/4)

|(uεk(x′, xd)− uεk(x′, xd + εkψk(x
′/εk))ϕ|+

ˆ
D0(0,1/4)

|(ũεk − u0)ϕ|

≤
ˆ
|x′|<1/4, εkψk(x′/εk)<xd<1/4

|(uεk(x′, xd)− uεk(x′, xd + εkψk(x
′/εk))ϕ|

+

ˆ
D0(0,1/4)

|(ũεk − u0)ϕ|+
ˆ
|x′|<1/4, 0<xd<εkψk(x′/εk)

|uεk(x′, xd + εkψk(x
′/εk))ϕ|

≤
Ä
CεµkM

µ
0 + ‖ũεk − u0‖L∞(D0(0,1/4))

äˆ
D0(0,1/4)

|ϕ|+ o(1)
k→∞−→ 0,

where ˆ
|x′|<1/4, 0<xd<εkψk(x′/εk)

|uεk(x′, xd + εkψk(x
′/εk))ϕ|

tends to zero by dominated convergence using the L∞ bound on uεk .
It remains to show that u0 satis�es (5.5) and to pass to the limit in (5.8) in order to get

a contradiction. Let ϕ ∈ C∞c (D0(0, 1/4)). For all k su�ciently large, Suppϕ b Dεk(0, 1/4)
so that

0 =

ˆ
Dεk (0,1/4)

∇uεk · ∇ϕ =

ˆ
D0(0,1/4)

∇uεk · ∇ϕ k→∞−→
ˆ
D0(0,1/4)

∇u0 · ∇ϕ.

Therefore, u0 is a weak solution of

−∆u0 = 0 in D0(0, 1/4).

In order to see that u0 = 0 in D′(∆0(0, 1/4)), we may use the strong convergence of ũεk in
C0(D0(0, 1/4)): for all |x′| < 1/4,

0 = uεk(x′, εkψk(x
′/εk)) = ũεk(x′, 0)

k→∞−→ u0(x′, 0).

Therefore, u0 = 0 in D′(∆0(0, 1/4)), which implies u0 = 0 in W 1/2,2
(
∆0(0, 1/4)

)
.

Contradiction argument: �nal step The �nal step in this lemma is to pass to the
limit in (5.8) and get a contradiction with (5.6). Let us �rst rewrite (5.8) as a bound in
the non-oscillating domain D0(0, θ). We have, for all (x′, xd) ∈ D0(0, θ)

uεk(x′, xd + εkψk(x
′/εk))−

Ä
∂xdu

εk
ä

0,θ

{
xd + εkψk(x

′/εk)(1−Θ(x′, xd/εk + ψk(x
′/εk)))

−εkvεk(x′, xd + εkψk(x
′/εk))

}
= ũεk(x′, xd)−

Ä
∂xdu

εk
ä

0,θ

{
xd + εkψk(x

′/εk)(1−Θ(x′, xd/εk + ψk(x
′/εk)))

−εkvεk(x′, xd + εkψk(x
′/εk))

}
,

so that∥∥∥uεk − Ä∂xduεkä0,θ {xd − εkψk(x′/εk)Θ(x′, xd/εk)− εkvεk(x)
}∥∥∥

L∞(Dεk (0,θ))

=
∥∥∥ũεk(x′, xd)−

Ä
∂xdu

εk
ä

0,θ

¶
xd + εkψk(x

′/εk)(1−Θ(x′, xd/εk + ψk(x
′/εk)))

−εkvεk(x′, xd + εkψk(x
′/εk))

}∥∥∥
L∞(D0(0,θ))
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Let us show that

(∂xdu
εk)Dεk (0,θ)

k→∞−→ (∂xdu
0)D0(0,θ).

Indeed, we have

(∂xdu
εk)Dεk (0,θ) =

1

|Dεk(0, θ)|

ˆ
Dεk (0,θ)

∂xdu
εk =

1

|D0(0, θ)|

ˆ
Dεk (0,θ)

∂xdu
εk

=
1

|D0(0, θ)|

Çˆ
D0(0,θ)

∂xdu
εk +

ˆ
Dεk (0,θ)\D0(0,θ)

∂xdu
εk −

ˆ
D0(0,θ)\Dεk (0,θ)

∂xdu
εk

å
.

The �rst integral above converges to (∂xdu
0)D0(0,θ) because of the weak convergence (5.12)

(take the caracteristic function of D0(0, θ) as a test function), the second and the third
integrals converge to zero by Cauchy-Schwarz inequality, the uniform L2 bound on ∇uεk
and the fact that the Lebesgue measure of Dεk(0, θ) \D0(0, θ) and of D0(0, θ) \Dεk(0, θ)
tends to zero as k →∞. Now, using among other things the boundedness of ψk, we have
the following convergences

ũεk −→ u0 strongly in C0(D0(0, 1/4)),

εkψk(x
′/εk)(1−Θ(x′, xd/εk + ψk(x

′/εk))) −→ 0 strongly in L∞(D0(0, 1/4)),

εkv
εk(x′, xd + εkψk(x

′/εk)) −→ 0 strongly in L∞(D0(0, 1/4)),

the last line being a consequence of Lemma 10. Passing to the limit in (5.8) we get∥∥∥u0 −
Ä
∂xdu

0
ä

0,θ
xd
∥∥∥
L∞(D0(0,θ))

≥ θ1+µ > C2θ
2,

which is a contradiction.

5.2 Proof of Lemma 15

The idea is to iterate using Lemma 14. The case k = 1 corresponds to Lemma 14. Let us
show the estimate for k = 2 in order to �gure out what the expansion for uε should look
like. Let

U ε(x) :=
1

θ1+µ

[
uε(θx)− aε1

{
θxd − εψ(θx′/ε)Θ(θx′, θxd/ε)

}− εV ε
1 (θx)

]
,

with

aε1 := (∂xdu
ε)0,θ, (5.13)

V ε
1 (x) := (∂xdu

ε)0,θv
ε(x). (5.14)

It solves ®
−∆U ε = 0, x ∈ Dε/θ(0, 1/2),

U ε = 0, x ∈ ∆ε/θ(0, 1/2).

By Lemma 14,

‖U ε‖L∞(Dε/θ(0,1/2)) ≤ 1. (5.15)

Applying Lemma 14 to U ε, we get for ε/θ < ε0∥∥∥U ε − (∂xdU
ε)0,θ

¶
xd − ε/θψ(θx′/ε)Θ(x′, θxd/ε)− ε/θvε/θ(x)

©∥∥∥
L∞(Dε/θ(0,θ))

≤ θ1+µ.
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The bound (5.15) yields again (see (5.4))∣∣∣(∂xdU ε)0,θ

∣∣∣ ≤ C1/θ.

We then get∥∥∥uε(θx)− aε1
{
θxd − εψ(θx′/ε)Θ(θx′, θxd/ε)

}− εV ε
1 (θx)

−θµ(∂xdU
ε)0,θ

¶
θxd − εψ(θx′/ε)Θ(x′, θxd/ε)− εvε/θ(x)

©∥∥∥
L∞(Dε/θ(0,θ))

≤ θ2(1+µ).

Notice that by (4.1), for all |x′| < θ < 1/8 ≤ 1, Θ(x′, θxd/ε) = Θ(θx′, θxd/ε) so that the
former estimate is equivalent to∥∥uε(x)− aε2

{
xd − εψ(x′/ε)Θ(x′, xd/ε)

}− εV ε
2 (x)

∥∥
L∞(Dε(0,θ2)) ≤ θ2(1+µ)

with

aε2 := aε1 + θµ(∂xdU
ε)0,θ,

V ε
2 := V ε

1 (x) + θµ(∂xdU
ε)0,θv

ε/θ(x/θ).

We make now two important observations which make it possible to iterate. The �rst one
is that ®

−∆V ε
2 = aε2∆(ψ(x′/ε)Θ(x′, xd/ε)), x ∈ Dε(0, θ2),
V ε

2 = 0, x ∈ ∆ε(0, θ2).

Secondly, on the one hand it follows from (5.4) that

|aε2| ≤ |aε1|+ θµ|(∂xdU ε)0,θ| ≤ (C1/θ) [1 + θµ]

and on the other hand, it follows from Lemma 10 that for all x ∈ Dε(0, θ2),

|V ε
2 (x)| ≤ |V ε

1 (x)|+ θµ|(∂xdU ε)0,θ||vε/θ(x/θ)| ≤ (C0C1/θ) [1 + θµ]
δ(x)τ

ετ
.

We now carry out the induction argument. Let k ∈ N, k ≥ 1. Assume that for all
ε < θk−1ε0, for all ψ ∈ C1,ν0

M0
, for all uε weak solution to (5.2), if

‖uε‖L∞(Dε(0,1/2)) ≤ 1,

then there exist aεk ∈ R and V ε
k = V ε

k (x) such that

|aεk| ≤ (C0/θ)[1 + θµ + . . . θ(k−1)µ],

|V ε
k (x)| ≤ (C0C1/θ)[1 + θµ + . . . θ(k−1)µ]

δ(x)τ

ετ
,

and ®
−∆V ε

k = aεk∆(ψ(x′/ε)Θ(x′, xd/ε)), x ∈ Dε(0, θk+1),
V ε
k = 0, x ∈ ∆ε(0, θk+1),

and such that the following estimate holds∥∥∥uε(x)− aεk
{
xd − εψ(x′/ε)Θ(x′, xd/ε)

}− εV ε
k (x)

∥∥∥
L∞(Dε(0,θk))

≤ θk(1+µ). (5.16)

Fix now ε < θkε0, ψ and uε solving (5.1). Let

U ε(x) :=
1

θk(1+µ)

î
uε(θkx)− aεk

¶
θkxd − εψ(θkx′/ε)Θ(θkx′, θkxd/ε)

©
− εV ε

k (θkx)
ó
.
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It solves {
−∆U ε = 0, x ∈ Dε/θk(0, 1/2),

U ε = 0, x ∈ ∆ε/θk(0, 1/2).

By our recursive assumption (5.16),

‖U ε‖
L∞(Dε/θ

k
(0,1/2))

≤ 1. (5.17)

Applying Lemma 14 to U ε, we get for ε/θk < ε0∥∥∥U ε − (∂xdU
ε)0,θ

{
xd − ε/θkψ(θkx′/ε)Θ(x′, θkxd/ε)− ε/θkvε/θ

k
(x)
}∥∥∥

L∞(Dε/θ
k

(0,θ))
≤ θ1+µ.

The bound (5.17) yields again (see (5.4))∣∣∣(∂xdU ε)0,θ

∣∣∣ ≤ C1/θ.

We get

∥∥∥uε(θkx)− aεk
¶
θkxd − εψ(θkx′/ε)Θ(θkx′, θxd/ε)

©
− εV ε

k (θkx)

−θkµ(∂xdU
ε)0,θ

{
θkxd − εψ(θkx′/ε)Θ(x′, θkxd/ε)− εvε/θ

k
(x)
}∥∥∥

L∞(Dε/θ
k

(0,θ))
≤ θ(k+1)(1+µ).

Notice that by (4.1), for all |x′| < θk ≤ θ < 1/8 ≤ 1, Θ(x′, θkxd/ε) = Θ(θkx′, θkxd/ε) so
that the former estimate is equivalent to

∥∥uε(x)− aεk+1

{
xd − εψ(x′/ε)Θ(x′, xd/ε)

}− εV ε
k+1(x)

∥∥
L∞(Dε(0,θk+1))

≤ θ(k+1)(1+µ)

with

aεk+1 := aεk + θkµ(∂xdU
ε)0,θ,

V ε
k+1 := V ε

k (x) + θkµ(∂xdU
ε)0,θv

ε/θk(x/θk).

Firstly, we have that®
−∆V ε

k+1 = aεk+1∆(ψ(x′/ε)Θ(x′, xd/ε)), x ∈ Dε(0, θk+1),
V ε
k+1 = 0, x ∈ ∆ε(0, θk+1).

Secondly, on the one hand it follows from (5.4) that

|aεk+1| ≤ |aεk|+ θkµ|(∂xdU ε)0,θk | ≤ (C0/θ)
î
1 + θµ + . . . θkµ

ó
and on the other hand, it follows from Lemma 10 and from our iterative assumption that
for all x ∈ Dε(0, θk+1),

|V ε
k+1(x)| ≤ |V ε

k (x)|+ θkµ|(∂xdU ε)0,θ||vε/θ
k
(x/θk)| ≤ (C0C1/θ)

î
1 + θµ + . . . θkµ

ó δ(x)τ

ετ
.

This concludes the iteration.
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5.3 Proof of Proposition 13

If ε ≥ ε0, Proposition 13 folows from the classical Lipschitz estimate. Let 0 < ε < ε0 and
ψ ∈ C1,ν0

M0
be �xed for the whole proof. We start with x0 := (0, x0,d) ∈ Dε(0, 1/2). Recall

that δ(x0) := x0,d − εψ(0). Let k be the unique integer k ≥ 1 such that θk ≤ ε/ε0 < θk−1.
As in the proof of Proposition 6, the idea is to consider two cases:

• �far� from the boundary: δ(x0) > θk+1/2, in which case we rely on interior Lipschitz
gradient estimates;

• �close� to the boundary: δ(x0) ≤ θk+1/2, in which case we rely on a blow-up argument
and the classical Lipschitz estimate of Theorem 2 near the boundary.

In either case, we use Lemma 15 to bound uε in L∞ and show that uε is not too big close
to the oscillating boundary. We assume that ‖uε‖L∞(Dε(0,1/2)) ≤ 1.

First case: �far� from the boundary

There exist 0 ≤ l ≤ k such that

θl+1/2 < δ(x0) ≤ θl/2.

Applying the interior gradient estimate (2.8), we get

‖∇uε‖L∞(B(x0,δ(x0)/4)) ≤
C

δ(x0)
‖uε‖L∞(B(x0,δ(x0)/2))

where C is uniform in ε. Of course, the boundedness of ψ implies that for ε su�ciently
small, B(x0, δ(x0)/4) does not intersect the oscillating boundary. We now use Lemma 15
to bound ‖uε‖L∞(B(x0,δ(x0)/2)). We get if l = 0

‖uε‖L∞(B(x0,δ(x0)/2)) ≤ ‖uε‖L∞(Dε(0,1)) ≤ 1 < 2δ(x0)/θ,

and if l ≥ 1

‖uε‖L∞(B(x0,δ(x0)/2)) ≤ ‖uε‖L∞(Dε(0,θl)) ≤ θl(1+µ) + |aεl |θl + ε‖V ε
k (x)‖L∞(Dε(0,θl))

≤ θl(1+µ) +
C0 max(1, C1)

θ(1− θµ)

î
θl + ε1−τθτl

ó
≤ θl(1+µ) +

C0 max(1, C1)

θ(1− θµ)
θl
ñ
1 +

ε1−τ
0

θ1−τ

ô
≤ Cε0,θθl ≤ Cε0,θδ(x0), (5.18)

so that

‖∇uε‖L∞(B(x0,δ(x0)/4)) ≤ C.

Notice that we have used the inequality

‖xd − εψ(x′/ε)Θ(x′, xd/ε)‖L∞(Dε(0,θl)) ≤ ‖xd − εψ(x′/ε)‖L∞(Dε(0,θl)) +M0ε.
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xd = εψ(x′/ε) + θl/2

xd = εψ(x′/ε)

xd = 0

xd = εψ(x′/ε) + θl+1/2

xd = εψ(x′/ε) + θl

B(x0, δ(x0)/2)

Second case: �close� to the boundary

We blow-up and apply classical estimates. This works here, since we are at the microscale.
Let us consider

U ε(y) :=
1

ε
uε(εy),

which solves ®
−∆U ε = 0, y ∈ D1(0, 1/ε),

U ε = 0, y ∈ ∆1(0, 1/ε),

where D1(0, 1/ε) is the region bounded from below by the oscillating graph at scale 1:
yd = ψ(y′). Applying the classical Lipschitz estimate (2.3) near the boundary to U ε, we
get

‖∇U ε‖L∞(D1(0,1/(2ε0))) ≤ C‖U ε‖L∞(D1(0,1/ε0)).

On the one hand,

‖∇U ε‖L∞(D1(0,1/(2ε0))) = ‖∇uε‖L∞(Dε(0,ε/(2ε0)))

and on the other hand, rescaling and by Lemma 15

‖U ε‖L∞(D1(0,1/ε0)) =
1

ε
‖U ε‖L∞(Dε(0,ε/ε0)) ≤

1

ε
‖uε‖L∞(Dε(0,θk−1))

≤ θk

ε

Ç
θkµ +

C0 max(1, C1)

θ(1− θµ)

ñ
1 +

ε1−τ

θk(1−τ)

ôå
≤ Cε0,θ

θk

ε
≤ C. (5.19)

Arbitrary point x0

Take a point x0 = (x′0, x0,d) ∈ Dε(0, 1/2). Remember that ε is �xed. We consider ψ̃
de�ned for y′ ∈ Rd−1 by

ψ̃(y′) := ψ(y′ + x′0/ε).

Notice that ψ̃ ∈ C1,ν0
M0

. For all |x′| < 1/2, εψ̃(x′/ε) < xd < εψ̃(x′/ε)+1/2, let ũε be de�ned
by

ũε(x′, xd) := uε(x′ + x′0, xd).

We have that

‖ũε‖L∞(Dε
ψ̃

(0,1/2)) ≤ 1
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and ũε solves {
∆ũε = 0, x ∈ Dε

ψ̃
(0, 1/2),

ũε = 0, x ∈ ∆ε
ψ̃

(0, 1/2).

We can apply Lemma 15 and argue exactly as above for x0 = (0, x0,d).

6 Boundary Lipschitz estimate for systems with oscillating

coe�cients

In this section, we address the Lipschitz estimates for weak solutions of elliptic systems
such as (1.1) with oscillating coe�cients as well as oscillating boundary. Our main result
is the following:

Theorem 16. Let 0 < µ < 1 and κ > 0. There exist C > 0, ε0 > 0, such that for
all ψ ∈ C1,ν0

M0
, for all A ∈ A0,ν0, for all ε > 0, for all f ∈ Ld+κ(Dε(0, 1)), for all F ∈

C0,µ(Dε(0, 1)), for all uε weak solution to (1.1) the bounds

‖uε‖L∞(Dε(0,1)) ≤ 1, ‖f‖Ld+κ(Dε(0,1)) ≤ ε0, ‖F‖C0,µ(Dε(0,1)) ≤ ε0

imply
‖∇uε‖L∞(Dε(0,1/2)) ≤ C.

Notice that C and ε0 depend on d, N , M0, λ, ν0, κ and µ.

Remark 31. Of course, this boils down to the estimate

‖∇uε‖L∞(Dε(0,1/2)) ≤ C
¶
‖uε‖L2(Dε(0,1)) + ‖f‖Ld+κ(Dε(0,1)) + ‖F‖C0,µ(Dε(0,1))

©
. (6.1)

with C > 0 uniform in ε.

Once again, the proof relies on the three-steps compactness method. However, with
the expansion for uε provided in Lemma 15, the iteration argument does not go through.
Indeed, assuming for simplicity that f = F = 0, we may prove as for Poisson's equation
(cf. Lemma 14) the existence of ε0, θ > 0 such that for all 0 < ε < ε0∥∥∥uε(x)−

Ä
∂xdu

ε
ä

0,θ

{
xd − εψ(x′/ε)Θ(x′, xd/ε)− εvε(x)

}∥∥∥
L∞(Dε(0,θ))

≤ θ1+µ, (6.2)

where vε is the boundary corrector solving (4.2). However,

U ε(x) :=
1

θ1+µ

[
uε(θx)− aε1

{
θxd − εψ(θx′/ε)Θ(θx′, θxd/ε)

}− εV ε
1 (θx)

]
solves ®

−∇ ·A(θx/ε)∇U ε = aε1/θ
µ∂α
Ä
Aαd(θx/ε)

ä
, x ∈ Dε(0, 1/2),

U ε = 0, x ∈ ∆ε(0, 1/2).

Yet, neither is this right hand side zero, nor isAαd(θ·/ε) uniformly bounded in C0,µ(Dε(0, 1/2)).
Therefore, there is no way to get an estimate of the type of (6.2), without introducing an
additional corrector for the oscillations of the operator. The standard corrector χd solving
(2.5) needs to be adjusted since it introduces annoying oscillations on the boundary. We
therefore introduce wε = wε(x) ∈W 1,2(Dε(0, 2)) unique weak solution of®

−∇ ·A(x/ε)∇wε = ∇ ·A(x/ε)∇(χd(x/ε)Θ(x′, xd/ε)), x ∈ Dε(0, 2),
wε = 0, x ∈ ∂Dε(0, 2),

(6.3)

for which we have the following lemma:
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Lemma 17 (Dirichlet corrector). For all 1/2 < τ < 1, there exists C ′0 > 0 such that for all
ψ ∈ C1,ω

M0
, for all A ∈ A0,ν0, for all 0 < ε < 1, the unique weak solution wε ∈W 1,2(Dε(0, 2))

of (6.3) satis�es the following estimate: for all x ∈ Dε(0, 3/2),

|wε(x)| ≤ C ′0δ(x)τ

ετ
, (6.4)

where δ(x) := xd − εψ(x′/ε).

Proof. The proof follows exactly the lines of the proof of Lemma 10 for the boundary
corrector.

Let 0 < µ < 1 and κ > 0 be �xed in what follows. The two usual auxiliary lemmas
(improvement and iteration) now read:

Lemma 18 (improvement lemma). There exist 0 < ε0 < 1, 0 < θ < 1/8, such that for
all ψ ∈ C1,ν0

M0
, for all A ∈ A0,ν0, for all 0 < ε < ε0, for all f ∈ Ld+κ(Dε(0, 1)), for all

F ∈ C0,µ(Dε(0, 1)), for all uε weak solution to®
−∇ ·A(x/ε)∇uε = f +∇ · F, x ∈ Dε(0, 1/2),

uε = 0, x ∈ ∆ε(0, 1/2),
(6.5)

if

‖uε‖L∞(Dε(0,1/2)) ≤ 1, ‖f‖Ld+κ(Dε(0,1/2)) ≤ ε0, ‖F‖C0,µ(Dε(0,1/2)) ≤ ε0, (6.6)

then∥∥∥uε(x)−
Ä
∂xdu

ε
ä

0,θ

¶
xd − ε(1−Θ(x′, xd/ε))χ

d(x/ε)− εwε(x)

−εψ(x′/ε)Θ(x′, xd/ε)− εvε(x)
}∥∥∥

L∞(Dε(0,θ))
≤ θ1+µ, (6.7)

where vε is the boundary corrector solving (4.2).

Lemma 19 (iteration lemma). Let 0 < ε0 < 1 and θ > 0 as given by Lemma 18. There
exists C1 > 0, for all k ∈ N, k ≥ 1, for all ε < θk−1ε0, for all ψ ∈ C1,ν0

M0
, for all A ∈ A0,ν0,

for all f ∈ Ld+κ(Dε(0, 1)), for all F ∈ C0,µ(Dε(0, 1)), for all uε weak solution to (6.5), if

‖uε‖L∞(Dε(0,1/2)) ≤ 1, ‖f‖Ld+κ(Dε(0,1/2)) ≤ ε0, ‖F‖C0,µ(Dε(0,1/2)) ≤ ε0,

then there exist aεk ∈ R, V ε
k = V ε

k (x) and W ε
k = W ε

k (x) such that

|aεk| ≤ (C0/θ)[1 + θµ + . . . θ(k−1)µ],

|V ε
k (x)| ≤ (C0C1/θ)[1 + θµ + . . . θ(k−1)µ]

δ(x)τ

ετ
,

|W ε
k (x)| ≤ (C ′0C1/θ)[1 + θµ + . . . θ(k−1)µ]

δ(x)τ

ετ
,

where C0 (resp. C ′0) is the constant appearing in (4.3) (resp. (6.4)) and∥∥∥uε(x)− aεk
¶
xd − ε(1−Θ(x′, xd/ε))χ

d(x/ε)− εψ(x′/ε)Θ(x′, xd/ε)
©

−εW ε
k (x)− εV ε

k (x)
∥∥∥
L∞(Dε(0,θk))

≤ θk(1+µ).
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The proofs of Lemma 18 and Lemma 19 are now completely standard. The core argu-
ment has been carried out in the proofs of Lemma 14 and Lemma 15. The key argument for
the improvement is the convergence of a subsequence to a system with constant coe�cients
in a �at space. This convergence is ensured

• on the one hand by the bounds (6.6), which give weak H1 and strong C0,σ compact-
ness,

• and on the other hand by the homogenization result of Theorem 3.

As far as Lemma 19 and the actual proof of Theorem 16 are concerned, the Dirichlet
corrector wε leads to the exact same di�culties as the boundary corrector vε.

7 Asymptotics of Green and Poisson kernels

7.1 Large scale pointwise estimates

Let Gε = Gε(x, x̃) be the Green kernel associated to the operator −∇ · A(x/ε)∇ and the
oscillating domain Dε

+. Recall that for all x̃ ∈ Dε
+, G

ε(·, x̃) is a weak solution of®
−∇ ·A(x/ε)∇Gε(x, x̃) = δ(x− x̃) IN , xd > εψ(x′/ε),

Gε(x, x̃) = 0, xd = εψ(x′/ε),

where δ(·) stands here for the Dirac measure supported at the point 0. Existence and
uniqueness of the Green kernel Gε is ensured by the results of Dong and Kim [15] in
dimension d = 2 and those of Hofmann and Kim [24] in dimension d ≥ 3. The Poisson
kernel P ε is de�ned by for all i, j ∈ {1, . . . N}, for all x ∈ Dε

+, for all x̃ ∈ ∆ε,

P εij(x, x̃) = −Aαβkj (x̃/ε)∂x̃αG
ε
ik(x, x̃)nβ

= − (A∗)βαjk (x̃/ε)∂x̃αG
∗,ε
ki (x̃, x)nβ

= −
î
A∗,βα(x̃/ε)∂x̃αG

∗,ε(x̃, x)nβ
ó
ji

= − [A∗(x̃/ε)∇x̃G∗,ε(x̃, x) · n]Tij

where G∗,ε is the Green kernel associated to the operator L∗,ε = −∇ · A∗(x/ε)∇ and the
domain Dε

+.
Our focus is on getting pointwise estimates on Gε(x, x̃) and P ε(x, x̃) for |x − x̃| � 1.

This is now a routine procedure given that the uniform local interior and boundary Hölder
and Lipschitz estimates (2.7), (2.9), (3.1) and (6.1) hold. The estimates of Green's kernel
are summarized in the following proposition.

Proposition 20. For all d ≥ 2, there exists C > 0, such that for all ψ ∈ C1,ν0
M0

, for all
A ∈ A0,ν0, for all ε > 0, for all x, x̃ ∈ Dε

+, we have:

|Gε(x, x̃)| ≤ C

|x− x̃|d−2
min

®
dist(x,∆ε)

|x− x̃| ,
dist(x̃,∆ε)

|x− x̃| ,
dist(x,∆ε) dist(x̃,∆ε)

|x− x̃|2
´
,

|∇1G
ε(x, x̃)| ≤ C

|x− x̃|d−1
min

®
1,

dist(x̃,∆ε)

|x− x̃|

´
,

|∇2G
ε(x, x̃)| ≤ C

|x− x̃|d−1
min

®
1,

dist(x,∆ε)

|x− x̃|

´
,

|∇1∇2G
ε(x, x̃)| ≤ C

|x− x̃|d .

Notice that C depends on d, N , M0, λ and ν0.
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Of course, by de�nition dist(x,∆ε) ≤ δ(x) = xd − εψ(x′/ε). Estimates involving δ are
often very useful. We now turn to the estimates on Poisson's kernel.

Proposition 21. For all d ≥ 2, there exists C > 0, such that for all ψ ∈ C1,ν0
M0

, for all
A ∈ A0,ν0, for all ε > 0, for all x ∈ Dε

+, for all x̃ ∈ ∆ε, we have:

|P ε(x, x̃)| ≤ C dist(x,∆ε)

|x− x̃|d ,

|∇1P
ε(x, x̃)| ≤ C

|x− x̃|d
Ç

1 +
dist(x,∆ε)

|x− x̃|

å
.

Notice that C depends on d, N , M0, λ and ν0.

The proofs of the bounds in Proposition 20 and 21 are standard. The arguments follow
the same scheme as that of Lemma 11 (see also [4] and [20, Appendix A]). The detailed
proofs are omitted.

7.2 Asymptotic expansion

The goal of this section is to compare the Green function Gε associated to the operator
−∇ · A(x/ε)∇ and the oscillating domain Dε

+ to the Green function G0 associated to the
homogenized constant coe�cient operator −∇ ·A∇ and the �at domain Rd+.

Theorem 22. There exists C > 0, such that for all ψ ∈ C1,ν0
M0

, for all A ∈ A0,ν0, for all
ε > 0, for all x, x̃ ∈ Dε

+

|Gε(x, x̃)−G0(x, x̃)| ≤ Cε

|x− x̃|d−1
.

Notice that C depends on d, N , M0, λ and ν0.

The proof follows the presentation by Kenig, Lin and Shen [28], but di�ers in some
technical aspects. See also [8] (whole space) and [30] (�at half-space) for similar arguments
and results. The bound of Theorem 22 follows from a duality argument. For x0 ∈ Rd and
f ∈ C∞c (B(x0, 1)), the key is to compare the solution uε = uε(x) ∈ H1

0 (Dε
+) of the

boundary value problem®
−∇ ·A(x/ε)∇uε = f, xd > εψ(x′/ε),

uε = 0, xd = εψ(x′/ε),
(7.1)

to the solution u0 = u0(x) ∈ C∞(Dε
+) ∩W 2,p(Dε

+), 1 ≤ p ≤ ∞ of the boundary value
problem ®

−∇ ·A∇u0 = f, xd > 0,
u0 = 0, xd = 0.

(7.2)

The �rst of two lemmas is an Agmond-Miranda type of maximum principle for systems
and is of independant interest. Of course, this result is well-known for scalar equations i.e.
when N = 1.

Lemma 23 (maximum principle for systems). There exists C > 0, such that for all
ψ ∈ C1,ν0

M0
, for all A ∈ A0,ν0, for all ε > 0, for all g ∈ L∞(∆ε(0, 2)), for all weak solution

vε = vε(x) ∈ L2(Dε(0, 1)) to®
−∇ ·A(x/ε)∇vε = 0, x ∈ Dε(0, 1),

vε = g, x ∈ ∆ε(0, 1),
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we have
‖vε‖L∞(Dε(0,1/2)) ≤ C

¶
‖vε‖L2(Dε(0,1)) + ‖g‖L∞(∆ε(0,2))

©
.

Notice that C depends on d, N , M0, λ and ν0.

Proof of Lemma 23. Let ϑ ∈ C∞c ((−3/2, 3/2)d−1) be a cut-o� function such that 0 ≤ ϑ ≤ 1
and ϑ ≡ 1 on (−1, 1)d−1. Let wε ∈ H1

0 (Dε(0, 2)) be the unique weak solution to
−∇ ·A(x/ε)∇wε = 0, x ∈ Dε(0, 2),

wε = gϑ(x′), x ∈ ∆ε(0, 2),
wε = 0, x ∈ ∂Dε(0, 2) \∆ε(0, 2).

Of course, zε := vε − wε solves®
−∇ ·A(x/ε)∇zε = 0, x ∈ Dε(0, 1),

zε = 0, x ∈ ∆ε(0, 1),

so that by (3.1), we get

‖zε‖L∞(Dε(0,1/2)) ≤ C‖zε‖L2(Dε(0,1)).

Furthermore, letting ‹P ε denote Poisson's kernel associated to the operator −∇ ·A(x/ε)∇
and the domain Dε(0, 2), we have for all x ∈ Dε(0, 7/4) and x̃ ∈ ∆ε(0, 7/4),

|‹P ε(x, x̃)| ≤ Cδ(x)

|x− x̃|d

with a constant C > 0 uniform in ε. This estimate for Poisson's kernel in the bounded
domain Dε(0, 2) is proved in the same way as the estimates of Proposition 21 for Poisson's
kernel in the half-space. It follows from the use of local Lipschitz estimates, in a fashion
similar to Lemma 11 where we rely on local Hölder estimates. For all x ∈ Dε(0, 1)

|wε(x)| =
∣∣∣∣∣
ˆ

∆ε(0,3/2)

‹P ε(x, x̃)g(x)ϑ(x′)dx

∣∣∣∣∣
≤ C‖g‖L∞(Dε(0,2))

ˆ
Rd−1

xd
(x2
d + |x̃′|2)d

dx̃′ ≤ C‖g‖L∞(Dε(0,2)).

Lemma 24. For all d < p ≤ ∞, there exists C > 0, such that for all ψ ∈ C1,ν0
M0

, for all

A ∈ A0,ν0, for all ε > 0, for all x0 ∈ Rd, f ∈ C∞c (B(x0, 1)), the solutions uε of (7.1) and
u0 of (7.2) satisfy the estimate

‖uε − u0‖L∞(Dε(0,1/2)) ≤ C
¶
‖uε − u0‖L2(Dε(0,1)) + ε‖f‖Lp(B(x0,1))

+ε‖∇u0‖L∞(Dε(0,2)) + ε‖∇2u0‖Lp(Dε(0,2))

©
.

Notice that C depends on d, N , M0, λ, ν0 and p.

Remark 32 (rescaled estimate). For all d < p ≤ ∞, there exists C > 0, such that for all
ψ ∈ C1,ν0

M0
, for all A ∈ A0,ν0 , for all ε > 0, for all r > 0 and x0 ∈ Rd, f ∈ C∞c (B(x0, r)),

the solutions uε of (7.1) and u0 of (7.2) satisfy the estimate

‖uε − u0‖L∞(Dε(0,r/2)) ≤ C
¶
r−d/2‖uε − u0‖L2(Dε(0,r)) + εr1−d/p‖f‖Lp(B(x0,r))

+ε‖∇u0‖L∞(Dε(0,2r)) + εr1−d/p‖∇2u0‖Lp(Dε(0,2r))

©
. (7.3)
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Let us enter into some details of the proof of this crucial estimate. Let r > 0 be �xed. We
consider ũε = ũε = uε(rz) solving®

−∇ ·A(rz/ε)∇ũε = r2f(rz) =: f̃(z), zd > (ε/r)ψ(rz′/ε),
ũε = 0, zd = (ε/r)ψ(rz′/ε),

and ũ0 = ũ0(z) = u0(rz) solving®
−∇ ·A∇ũ0 = r2f(rz) =: f̃(z), zd > 0,

ũ0 = 0, zd = 0.

The critical point is that the estimate of Lemma 24 is uniform in ε > 0, so that we can
use it for ε̃ = ε/r:

‖ũε − ũ0‖L∞(Dε/r(0,1/2)) ≤ C
¶
‖ũε − ũ0‖L2(Dε/r(0,1)) + ε/r‖f̃‖Lp(B(x0/r,1))

+ε/r‖∇ũ0‖L∞(Dε/r(0,2)) + ε/r‖∇2ũ0‖Lp(Dε/r(0,2))

©
.

Rescaling, we �nally get (7.3).

Proof of Lemma 24. First of all, let us compute ‖u0‖L∞(∆ε). For all x′ ∈ Rd−1, letting
x := (x′, εψ(x′/ε)),

u0(x′, εψ(x′/ε)) =

ˆ
Rd+
G0(x, x̃)f(x̃)dx̃

so that using the bound

|G0(x, x̃)| ≤ Cxd
|x− x̃|d−1

valid for all x, x̃ ∈ Rd+, we get for 1 ≤ p′ < d and d < p ≤ ∞

|u0(x′, εψ(x′/ε))| ≤ Cε
ˆ
Rd

1

|x− x̃|d−1
|f(x̃)|dx̃

≤ Cε
ñˆ

B(0,1)

1

|x̃|d−1
|f(x− x̃)|dx̃+

ˆ
B(0,1)c

1

|x̃|d−1
|f(x− x̃)|dx̃

ô
≤ Cε

î
‖f‖Lp′ (B(x0,1)) + ‖f‖Lp(B(x0,1))

ó
≤ Cε‖f‖Lp(B(x0,1)).

Let ϑ ∈ C∞c ((−3/2, 3/2)d) be a cut-o� such that 0 ≤ ϑ ≤ 1 and ϑ ≡ 1 on (−5/4, 5/4)d.
Now, for x ∈ Dε

+ consider

rε(x) := uε(x)− u0(x)− εχ(x/ε) · ∇u0 = wε(x) + zε(x),

where wε ∈ H1
0 (Dε(0, 2)) is the unique weak solution to®
−∇ ·A(x/ε)∇wε = −ϑ(x)∇ ·A(x/ε)∇rε, x ∈ Dε(0, 2),

wε = 0, x ∈ ∂Dε(0, 2).

Of course, zε then satis�es®
−∇ ·A(x/ε)∇zε = 0, x ∈ Dε(0, 1),

zε = −u0(x)− εχ(x/ε) · ∇u0, x ∈ ∆ε(0, 1).
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Lemma 23 now implies

‖zε‖L∞(Dε(0,1/2)) ≤ C
¶
‖zε‖L2(Dε(0,1)) + ‖u0(x) + εχ(x/ε) · ∇u0‖L∞(∆ε(0,2))

©
≤ C

¶
‖uε − u0‖L2(Dε(0,1)) + ‖wε‖L2(Dε(0,1)) + ε‖f‖Lp(B(x0,1)) + ε‖∇u0‖L∞(Dε(0,2))

©
≤ C

¶
‖uε − u0‖L2(Dε(0,1)) + ‖wε‖L∞(Dε(0,1)) + ε‖f‖Lp(B(x0,1)) + ε‖∇u0‖L∞(Dε(0,2))

©
.

It remains to bound ‖wε‖L∞(Dε(0,1)). For this, we rely on Green's representation formula,

using Green's kernel ‹Gε associated to the operator −∇ · A(x/ε)∇ and to the domain
Dε(0, 2). This gives, for all x ∈ Dε(0, 1),

wε(x) = −
ˆ
Dε(0,2)

‹Gε(x, x̃)ϑ(x̃)∇ ·A(x̃/ε)∇rε(x̃)dx̃

= −
ˆ
Dε(0,2)∩(−3/2,3/2)d

‹Gε(x, x̃)ϑ(x̃)∇ ·A(x̃/ε)∇rε(x̃)dx̃.

Following [28, Proposition 2.2], there exists Φ = Φ(y) ∈ L∞(Td;R3dN ) such that

−∇ ·A(x̃/ε)∇rε(x̃) = ε∂α
¶î

Φαβγ(x̃/ε) +Aαβ(x̃/ε)χγ(x̃/ε)
ó
∂β∂γu

0(x̃)
©
.

Therefore, integrating by parts we get

wε(x) = −ε
ˆ
Dε(0,2)∩(−3/2,3/2)d

∂x̃α
Ä‹Gε(x, x̃)ϑ(x̃)

ä î
Φαβγ(x̃/ε) +Aαβ(x̃/ε)χγ(x̃/ε)

ó
∂β∂γu

0(x̃)dx̃

= −ε
ˆ
Dε(0,2)∩(−3/2,3/2)d

Ä
∂x̃α
‹Gε(x, x̃)

ä
ϑ(x̃)

î
Φαβγ(x̃/ε) +Aαβ(x̃/ε)χγ(x̃/ε)

ó
∂β∂γu

0(x̃)dx̃

− ε
ˆ
Dε(0,2)∩((−3/2,3/2)d\(−5/4,5/4)d)

‹Gε(x, x̃)∂x̃αϑ(x̃)
î
Φαβγ(x̃/ε) +Aαβ(x̃/ε)χγ(x̃/ε)

ó
∂β∂γu

0(x̃)dx̃

so that

|wε(x)| ≤ Cε
ˆ
Dε(0,2)∩(−3/2,3/2)d

1

|x− x̃|d−1
|∂β∂γu0(x̃)|dx̃

+ Cε

ˆ
Dε(0,2)∩((−3/2,3/2)d\(−5/4,5/4)d)

|∂β∂γu0(x̃)|dx̃

≤ Cε‖∇2u0‖Lp(Dε(0,2)).

Finally,

‖uε − u0‖L∞(Dε(0,1/2)) ≤ C
¶
‖uε − u0‖L2(Dε(0,1)) + ε‖f‖Lp(B(x0,1))

+ε‖∇u0‖L∞(Dε(0,2)) + ε‖∇2u0‖Lp(Dε(0,2))

©
.

Remark 33 (interior estimate). Following the same scheme, one can prove an interior
estimate. For all d < p ≤ ∞, there exists C > 0, such that for all A ∈ A0,ν0 , for all ε > 0,
for all r > 0 and x0 ∈ Rd, f ∈ C∞c (B(x0, r)), the solutions u

ε of

−∇ ·A(x/ε)∇uε = f, x ∈ Rd

and u0 of
−∇ ·A∇u0 = f, x ∈ Rd

satisfy the estimate

‖uε − u0‖L∞(B(0,r/2)) ≤ C
¶
r−d/2‖uε − u0‖L2(B(0,r)) + εr1−d/p‖∇2u0‖Lp(B(0,2r))

©
. (7.4)

39



Proof of Theorem 22. Let ε > 0 be �xed. Let x0, x̃0 ∈ Dε
+, r := |x0 − x̃0|/8 and f ∈

C∞c (B(x̃0, r)). Either dist(x0,∆
ε) < r/2, in which case we rely on the boundary estimate

(7.3), or dist(x0,∆
ε) ≥ r/2, in which case we resort to the interior estimate (7.4). Let

x̄0 ∈ ∆ε such that dist(x0,∆
ε) = |x0 − x̄0|.

Assume that dist(x0,∆
ε) < r/2. Thanks to estimate (7.3), we have

|uε(x0)− u0(x0)| ≤ ‖uε − u0‖L∞(Dε(x̄′0,r/2))

≤ C
¶
r−d/2‖uε − u0‖L2(Dε(x̄′0,r))

+ εr1−d/p‖f‖Lp(B(x̃0,r))

+ε‖∇u0‖L∞(Dε(x̄′0,2r))
+ εr1−d/p‖∇2u0‖Lp(Dε(x̄′0,2r))

©
≤ C

¶
r−d/2‖uε − u0‖L2(Dε(x̄′0,r))

+ εr1−d/p‖f‖Lp(B(x̃0,r))

+ε‖∇u0‖L∞(Rd+) + εr1−d/p‖∇2u0‖Lp(Rd+)

}
.

Now, the classical estimates of [1, 2] imply

‖∇u0‖L∞(Rd+) ≤ Cr1−d/p‖f‖Lp(B(x̃0,r)), for any p > d,

‖∇2u0‖Lp(Rd+) ≤ C‖f‖Lp(B(x̃0,r)), for any 1 < p <∞.

It remains to handle ‖uε − u0‖L2(Dε(x̄′0,r))
. We have

‖uε − u0‖L2(Dε(x̄′0,r))
≤ ‖uε − u0 − εχ(x/ε) · ∇u0‖L2(Dε(x̄′0,r))

+ ε‖χ(x/ε) · ∇u0‖L2(Dε(x̄′0,r))
.

On the one hand,

‖χ(x/ε) · ∇u0‖L2(Dε(x̄′0,r))
≤ C‖∇u0‖L2(Dε(x̄′0,r))

≤ Crd/2‖∇u0‖L∞(Dε(x̄′0,r))

≤ Cr1−d/p+d/2‖f‖Lp(B(x̃0,r)).

On the other hand, let us decompose

rε(x) := uε(x)− u0(x)− εχ(x/ε) · ∇u0(x) = wε + zε,

where wε ∈ H1
0 (Dε

+) is the unique weak solution to®
−∇ ·A(x/ε)∇wε = −∇ ·A(x/ε)∇rε, x ∈ Dε

+,
wε = 0, x ∈ ∆ε.

Since by [28, Proposition 2.2]

∇ ·A(x/ε)∇rε = ε∇ ·
¶

(Φ(x/ε) +A(x/ε)χ(x/ε)) · ∇2u0
©
,

a standard energy estimate yields

‖∇wε‖L2(Dε+) ≤ ε‖ (Φ(x/ε) +A(x/ε)χ(x/ε)) · ∇2u0‖L2(Dε+) ≤ Cε‖∇2u0‖L2(Dε+).

Now,

‖∇2u0‖L2(Dε+) ≤ C‖f‖L2(B(x̃0,r)) ≤ Crd/2−d/p‖f‖Lp(B(x̃0,r))

for p > d ≥ 2, and by the Poincaré inequality

‖wε‖L2(Dε(x̄′0,r))
≤ Cr‖∇wε‖L2(Dε(x̄′0,r))

≤ Cr‖∇wε‖L2(Dε+).
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Combining these inequalities leads to

‖wε‖L2(Dε(x̄′0,r))
≤ Cεr1−d/p+d/2‖f‖Lp(B(x̃0,r)).

Estimating zε is done through the representation via Poisson's kernel P ε, since zε is the
unique weak solution to®

−∇ ·A(x/ε)∇zε = 0, x ∈ Dε
+,

zε = −u0(x)− εχ(x/ε) · ∇u0(x), x ∈ ∆ε.

We have for all x ∈ Dε
+

|zε(x)| ≤
ˆ

∆ε

|P ε(x, x̃)||zε(x̃)|dx̃ ≤ C‖zε‖L∞(∆ε).

Thus,

‖zε‖L2(Dε(x̄0,r)) ≤ Crd/2‖zε‖L∞(Dε) ≤ Crd/2‖zε‖L∞(∆ε
+)

≤ Cεrd/2
{
r1−d/p‖f‖Lp(B(x̃0,r)) + ‖∇u0‖L∞(Rd+))

}
≤ Cεr1−d/p+d/2‖f‖Lp(B(x̃0,r)).

Gathering all the bounds we end up with

|uε(x0)− u0(x0)| ≤ Cεr1−d/p‖f‖Lp(B(x̃0,r)).

Assuming that dist(x0,∆
ε) ≥ r/2 we get using the interior estimate (7.3)

|uε(x0)− u0(x0)| ≤ C‖uε − u0‖L∞(B(x0,r/4)) ≤ Cεr1−d/p‖f‖Lp(B(x̃0,r)).

Notice that this estimate is far easier to establish, because we do not have to deal with
boundary terms.

By the representation formula in terms of Green kernels, we get

uε(x0)− u0(x0) =

ˆ
Dε+

î
Gε(x0, x̃)−G0(x0, x̃)

ó
f(x̃)dx̃+

ˆ
0≤x̃d≤εψ(x̃′/ε)

G0(x0, x̃)f(x̃)dx̃.

We deal with the remainder term, in a fashion similar to what we have done on u0(x′, εψ(x′/ε))
above (cf. proof of Lemma 24). Using the bound

|G0(x0, x̃)| ≤ Cx̃d
|x0 − x̃|d−1

,

we obtain ∣∣∣∣∣
ˆ

0≤x̃d≤εψ(x̃′/ε)
G0(x0, x̃)f(x̃)dx̃

∣∣∣∣∣ ≤ Cεr1−d/p‖f‖Lp(B(x̃0,r)).

Therefore, for all f ∈ C∞c (B(x̃0, r)),∣∣∣∣∣∣
ˆ
Dε+

î
Gε(x0, x̃)−G0(x0, x̃)

ó
f(x̃)dx̃

∣∣∣∣∣∣ ≤ Cεr1−d/p‖f‖Lp(B(x̃0,r)),

which implies by duality that(ˆ
B(x̃0,r)∩Dε+

∣∣∣Gε(x0, x̃)−G0(x0, x̃)
∣∣∣p′ dx̃)1/p′

≤ Cεr1−d/p (7.5)
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for 1/p′ + 1/p = 1.

Finally, relying on the fact that

−∇ ·A∗(x̃/ε)∇Gε(x0, x̃) = −∇ ·A∗∇G0(x0, x̃),

we can apply the same type of arguments to get our target bound on |Gε(x0, x̃0) −
G0(x0, x̃0)|. The rescaled boundary estimate (7.3), slightly modi�ed to take into account
that G0(x0, x̃) does not vanish on the oscillating boundary ∆ε, reads

|Gε(x0, x̃0)−G0(x0, x̃0)| ≤ C
{
r−d/2

(ˆ
B(x̃0,r)∩Dε+

∣∣∣Gε(x0, x̃)−G0(x0, x̃)
∣∣∣2)1/2

+ C‖G0(x0, x̃)‖
L∞(B(x̃0,2r)∩∆ε)

+ Cε‖∇2G
0(x0, ·)‖L∞(B(x̃0,2r)∩Dε+)

+Cεr1−d/p‖∇2
2G

0(x0, ·)‖Lp(B(x̃0,2r)∩Dε+)

}
.

We have,

‖G0(x0, x̃)‖
L∞(B(x̃0,2r)∩∆ε)

≤ Cε
∥∥∥∥∥ 1

|x0 − x̃|d−1

∥∥∥∥∥
L∞(B(x̃0,2r)∩∆ε)

≤ Cεr1−d,

similarly

‖∇2G
0(x0, ·)‖L∞(B(x̃0,2r)∩Dε+) ≤ Cr1−d,

and

r−d/p‖∇2
2G

0(x0, ·)‖Lp(B(x̃0,2r)∩Dε+) ≤ Cr−2‖G0(x0, ·)‖L∞(B(x̃0,4r) ≤ Cr−d.

Consequently, the latter combined with the dual estimate (7.5) gives

|Gε(x0, x̃0)−G0(x0, x̃0)| ≤ Cεr1−d ≤ Cε

|x0 − x̃|d−1
,

which concludes the proof.

Corollary 25. For all 1 < p < d and 1/q = 1/p− 1/d, or p > d and q =∞, there exists
C > 0, such that for all ψ ∈ C1,ν0

M0
, for all A ∈ A0,ν0 , for all ε > 0, for all f ∈ Lp(Rd), for

all uε = uε(x) weak solution of (7.1) and u0 = u0(x) weak solution of (7.2),

‖uε − u0‖Lq(Dε+) ≤ Cε‖f‖Lp(Dε+).

Proof of Corollary 25. For all x ∈ Dε
+,

uε(x)− u0(x) =

ˆ
Dε+

î
Gε(x, x̃)−G0(x, x̃)

ó
f(x̃)dx̃+

ˆ
0<x̃d<εψ(x̃′/ε)

G0(x, x̃)f(x̃)dx̃. (7.6)

On the one hand, by Theorem 22 and well-known estimates for fractional integrals, we get
for 1 < p < d and 1/q = 1/p− 1/d,∥∥∥∥∥∥

ˆ
Dε+

î
Gε(x, x̃)−G0(x, x̃)

ó
f(x̃)dx̃

∥∥∥∥∥∥
Lq(Dε+)

≤ Cε
∥∥∥∥∥∥
ˆ
Dε+

|f(x̃)|
|x− x̃|d−1

dx̃

∥∥∥∥∥∥
Lq(Dε+)

≤ Cε‖f‖Lp(Dε+).
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In the case of p > d and q =∞, the latter simply results from Hölder's inequality. On the
other hand, the second term in the right hand side of (7.6) is small because we integrate
on a small neighborhood of the boundary. Using the bound

|G0(x, x̃)| ≤ Cx̃d
|x− x̃|d−1

≤ Cε

|x− x̃|d−1

for all x, x̃ ∈ Rd+ such that 0 ≤ x̃d ≤ εψ(x̃′/ε), this term is bounded by Cε‖f‖Lp(Dε+)

using either estimates on weakly singular integrals, or Hölder's inequality according to p
and q.

Remark 34 (Lipschitz estimate and estimate on Poisson's kernel). One of the issues here is
that u0 is oscillating too much on the boundary ∆ε. These oscillations do not obstruct the
proof of the L∞ estimate in Lemma 24. However, they prevent us from proving a Lipschitz
bound as in [28, Lemma 3.5]. It seems that something more is necessary to re�ne the
expansion of uε close to the boundary, in other words to improve the way our expansion
approximates the oscillations of uε. The thing we need is probably more structure on the
boundary, allowing to carry out a boundary layer analysis as in [17] for instance. This
would result in replacing the Dirichlet boundary condition for u0 by another boundary
condition. Such a study is beyond the scope of this paper, since our main concern is to
work with boundaries without any structure.

8 Two di�erent scales

In this section we address the generalization of uniform boundary estimates to the situation
where the coe�cients and the boundary graph oscillate at two di�erent scales®

−∇ ·A(x/α)∇uα,β = f +∇ · F, x ∈ Dβ(0, 1),
uα,β = 0, x ∈ ∆β(0, 1),

(8.1)

where α, β > 0.

Using the three-step compactness method, one can prove that a boundary Hölder esti-
mate uniform in α and β holds.

Proposition 26. Let κ, κ′ > 0. There exist C > 0, ε0 > 0 such that for all

0 < µ < min
(
1− d/(d+ κ), 2− d/(d/2 + κ′)

)
,

for all ψ ∈ C1,ω
M0

, for all A ∈ A0,ν0, for all α, β > 0, for all f ∈ Ld/2+κ′(Dβ(0, 1)), for all

F ∈ Ld+κ(Dβ(0, 1)), for all uα,β weak solution to (8.1) the bounds

‖uα,β‖L2(Dβ(0,1)) ≤ 1, ‖f‖Ld/2+κ′ (Dβ(0,1)) ≤ ε0, ‖F‖Ld+κ(Dβ(0,1)) ≤ ε0

imply

[uα,β]
C0,µ(Dβ(0,1/2))

≤ C.

Notice that C and ε0 depend on d, N , M0, on the modulus of continuity ω of ∇ψ, λ, κ
and κ′.

The proof of this estimate is much simpler than the proof of a Lipschitz estimate
uniform in α and β. The latter is our main focus.

43



Theorem 27. Let 0 < µ < 1 and κ > 0. There exist C > 0, ε0 > 0, such that for
all ψ ∈ C1,ν0

M0
, for all A ∈ A0,ν0, for all α, β > 0, for all f ∈ Ld+κ(Dβ(0, 1)), for all

F ∈ C0,µ(Dβ(0, 1)), for all uα,β weak solution to (8.1) the bounds

‖uα,β‖L∞(Dβ(0,1)) ≤ 1, ‖f‖Ld+κ(Dβ(0,1)) ≤ ε0, ‖F‖C0,µ(Dβ(0,1)) ≤ ε0

imply
‖∇uα,β‖L∞(Dβ(0,1/2)) ≤ C.

Notice that C and ε0 depend on d, N , M0, λ, ν0, κ and µ. Again, the salient point is the
uniformity in α and β of the constant C.

The main idea is to compare α to β. Let ε0 > 0 be a �xed threshold (to be given
later on by a proof by contradiction). There are three main cases: (i) when both α and
β are bigger than ε0, the Lipschitz estimate follows from classical estimates; (ii) when
only one of the two parameters is bigger than ε0, the Lipschitz estimate follows from the
combination of classical estimates in the slowly oscillating variable and the homogenization
(or �attening) properties in the rapidly oscillating variable (see section 8.1 below); (iii)
when both parameters are small with respect to ε0, the uniform estimate is a consequence of
a three-step compactness scheme, similar to the case α = ε = 1. The proofs of improvement
and iteration lemmas go through without obstruction provided that one has appropriate
controls of boundary and Dirichlet correctors. Re�ned estimates on the correctors taking
into account the two scales α and β are proved in section 8.2.

We concentrate on the case d ≥ 3 and f = F = 0. As in the case when α = β = ε,
we need boundary and Dirichlet correctors. Let γ := max(α, β). Let vα,β = vα,β(x) ∈
W 1,2(Dβ(0, 2)), the boundary corrector, be the unique weak solution of®

−∇ ·A(x/α)∇vα,β = ∇ ·A(x/α)∇(ψ(x′/β)Θ(x′, xd/γ)), x ∈ Dβ(0, 2),
vα,β = 0, x ∈ ∂Dβ(0, 2).

(8.2)

Let also wα,β = wα,β(x) ∈ W 1,2(Dβ(0, 2)), the Dirichlet corrector, be the unique weak
solution of®

−∇ ·A(x/α)∇wα,β = ∇ ·A(x/α)∇(χd(x/α)Θ(x′, xd/γ)), x ∈ Dβ(0, 2),
wα,β = 0, x ∈ ∂Dβ(0, 2).

(8.3)

8.1 Two particular cases

The boundary Lipschitz estimates in the particular case α = 1, β = ε on the one hand,
and α = ε, β = 1 on the other hand are particularly important. Indeed, these estimates
are the ones we will rely on when blowing-up in α or β.

Let us �rst consider the case α = 1, β = ε:®
−∇ ·A(x)∇uε = 0, x ∈ Dε(0, 1),

uε = 0, x ∈ ∆ε(0, 1),
(8.4)

Proposition 28. Let 0 < µ < 1 and κ > 0. There exist C > 0, such that for all ψ ∈ C1,ν0
M0

,
for all A satisfying (1.3) and (1.4), for all ε > 0, for all uε weak solution to (8.4) the bound

‖uε‖L∞(Dε(0,1)) ≤ 1

implies
‖∇uε‖L∞(Dε(0,1/2)) ≤ C.

Notice that C depends on d, N , M0, λ, ν0, κ and µ.
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The proof of Proposition 28 is very similar to the one of Proposition 13. The coe�cients
are not highly oscillating, and thus no structure (periodicity) is needed for A. The classical
regularity for the operator −∇ ·A(x)∇ is used intensively. Notice that when one blows-up
at the microscale, the matrix A(ε·) is very slowly oscillating and

‖A(ε·)‖L∞(Rd) + [A(ε·)]C0,ν0 (Rd) ≤M0.

Let us now consider the case α = ε, β = 1:®
−∇ ·A(x/ε)∇uε = 0, x ∈ D1(0, 1),

uε = 0, x ∈ ∆1(0, 1),
(8.5)

Proposition 29. Let 0 < µ < 1 and κ > 0. There exist C > 0, such that for all
ψ ∈ C1,ν0(Rd−1),

‖∇ψ‖L∞(Rd−1) + [∇ψ]C0,ν0 (Rd−1) ≤M0,

for all A ∈ A0,ν0, for all ε > 0, for all uε weak solution to (8.5) the bound

‖uε‖L∞(D1(0,1)) ≤ 1

implies

‖∇uε‖L∞(D1(0,1/2)) ≤ C. (8.6)

Notice that C depends on d, N , M0, λ, ν0, κ and µ.

This theorem is the Lipschitz estimate of [4, Lemma 20]. A salient point is the fact
that C in (8.6) does not depend on ‖ψ‖L∞ as emphasized in [4].

8.2 Boundary and Dirichlet correctors

The key in order to estimate the boundary and Dirichlet correctors are the following
estimates of Green's function Gα,β = Gα,β(x, x̃) associated to the operator −∇ ·A(x/α)∇
and to the domain Dβ(0, 2).

Lemma 30 (estimate of Green's kernel, d ≥ 3). For all 0 < τ < 1, there exists C > 0
such that for all ψ ∈ C1,ω

M0
, for all A ∈ A0,ν0, for all 0 < α < 1, 0 < β < 1:

(1) for all x, x̃ ∈ Dβ(0, 7/4),

|‹Gα,β(x, x̃)| ≤ Cδ(x)τ

|x− x̃|d−2+τ
, (8.7)

|‹Gα,β(x, x̃)| ≤ Cδ(x)τδ(x̃)τ

|x− x̃|d−2+2τ
, (8.8)

(2) for all x, x̃ ∈ Dβ(0, 3/2),

|∇2
‹Gα,β(x, x̃)| ≤ Cδ(x)τ

|x− x̃|d−1+τ
, for |x− x̃| ≤ α, (8.9)

|∇2
‹Gα,β(x, x̃)| ≤ Cδ(x)τδ(x̃)τ

α|x− x̃|d−2+2τ
, for |x− x̃| > α, (8.10)
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(3) for all x, x̃ ∈ Dβ(0, 3/2),

|∇2
‹Gα,β(x, x̃)| ≤ Cδ(x)τ

|x− x̃|d−1+τ
, for |x− x̃| ≤ β, (8.11)

|∇2
‹Gα,β(x, x̃)| ≤ Cδ(x)τδ(x̃)τ

β|x− x̃|d−2+2τ
, for |x− x̃| > β, (8.12)

Proof of Lemma 30. The proof of these estimates follows the proof of Lemma 11. Re-
member that estimates (8.7) and (8.8) are a consequence of the uniform boundary Hölder
estimates. There are some subtleties in the gradient estimates, which we now underline.
Instead of relying on classical estimates as in the proof of Lemma 11, we need to resort to
estimates uniform in α or β. The estimates (8.9) and (8.10) rely on the boundary Lipschitz
estimate of Proposition 28 uniform in β applied at small scale O(α). The estimates (8.11)
and (8.12) rely on the Lipschitz estimates of [4] (see Proposition 29) uniform in α applied
at small scale O(β). The uniformity of all the constants C in α and β is crucial. Let us
show (8.11) and (8.12) in full details.

Let x, x̃ ∈ Dβ(0, 3/2) and r := |x− x̃|. Notice that‹Gα,β(x, ·)T = ‹G∗,α,β(·, x) so that ∇2
‹Gα,β(x, ·)T = ∇1

‹G∗,α,β(·, x),

and ®
−∇ ·A∗(x̂/α)∇‹G∗,α,β(x̂, x) = 0, x̂ ∈ Dβ(x̃, r/2),‹G∗,α,β(x̂, x) = 0, x̂ ∈ ∆β(x̃, r/2).

If r ≤ β, consider for z ∈ Dβ′

ψ′(x̃, 1)

uα
′,β′(z) = ‹G∗,α,β(r/2(z − x̃) + x̃, x), α′ := 2α/r, β′ := 2β/r, ψ′ := ψ(·+ x̃′(1/β − 1/β′))

which solves{
−∇ ·A∗(z/α′ + x̃(1/α− 1/α′))∇uα′,β′ = 0, z ∈ Dβ′

ψ′(x̃
′, 1),

uα
′,β′ = 0, z ∈ ∆β′

ψ′(x̃
′, 1).

Now, A∗(·+ x̃(1/α−1/α′)) ∈ A0,ν0 , and the estimate of Proposition 29 uniform in α′ yields

‖∇uα′,β′‖
L∞(Dβ

′
ψ′ (x̃

′,1/2))
≤ C ′‖uα′,β′‖

L∞(Dβ
′
ψ′ (x̃

′,1))
, (8.13)

where C ′ in the previous inequality depends a priori on β′ but only through ‖∇(β′ψ′(·/β′))‖C0,ν0 :
since β′ ≥ 2,

‖∇(β′ψ′(·/β′))‖C0,µ = O(1).

An important point is that C ′ does not depend on the L∞ norm of the boundary graph.
Thus C ′ can be taken uniform in α′ and β′. Rescaling and applying (8.7) �nally gives

‖∇2
‹Gα,β(x, ·)‖L∞(Dβ(x̃,r/4)) ≤

C

r
‖‹Gα,β(x, ·)‖L∞(Dβ(x̃,r/2)) ≤

C

r
sup

x̂∈Dβ(x̃,r/2)

δ(x)τ

|x− x̂|d−2+τ
≤ Cδ(x)τ

rd−1+τ
,

since |x− x̂| ≥ |x− x̃| − |x̃− x̂| ≥ r/2 for all x̂ ∈ Dβ(x̃, r/2). Thus

|∇2
‹Gα,β(x, x̃)| ≤ Cδ(x)τ

|x− x̃|d−1+τ
.
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If r > β, Dβ(x̃, β/2) ⊂ Dβ(x̃, r/2), so that we may directly apply the Lipschitz estimate
of Proposition 29 at small scale O(β) in combination with (8.8)

‖∇2
‹Gα,β(x, ·)‖L∞(Dβ(x̃,β/4)) ≤

C

β
‖‹Gα,β(x, ·)‖L∞(Dβ(x̃,β/2))

≤ C

β
sup

x̂∈Dβ(x̃,β/2)

δ(x)τδ(x̂)τ

|x− x̂|d−2+2τ
≤ Cδ(x)τδ(x̃)τ

β|x− x̃|d−2+2τ
,

which implies (8.12).

Lemma 31 (boundary corrector). For all 1/2 < τ < 1, there exists C > 0 such that for
all ψ ∈ C1,ω

M0
, for all A ∈ A0,ν0, for all 0 < α < 1, 0 < β < 1, the unique weak solution

vα,β ∈W 1,2(Dβ(0, 2)) of (8.2) satis�es the following estimate: for all x ∈ Dβ(0, 3/2),

|vα,β(x)| ≤ C0

®
δ(x)τ/βτ , if β > α,Ä

1
α + 1

β

ä
α1−τδ(x)τ , if β ≤ α, (8.14)

where δ(x) := xd − βψ(x′/β).

Lemma 32 (Dirichlet corrector). For all 1/2 < τ < 1, there exists C ′0 > 0 such that for
all ψ ∈ C1,ω

M0
, for all A ∈ A0,ν0 , for all 0 < α < 1, 0 < β < 1, the unique weak solution

wα,β ∈W 1,2(Dβ(0, 2)) of (8.3) satis�es the following estimate: for all x ∈ Dβ(0, 3/2),

|wα,β(x)| ≤ C ′0
® Ä

1
α + 1

β

ä
β1−τδ(x)τ , if β > α,

δ(x)τ/ατ , if β ≤ α, (8.15)

where δ(x) := xd − βψ(x′/β).

Proof. The proof of Lemma 32 follows the lines of the proof of Lemma 10 for the boundary
corrector, using the new estimates (8.9) and (8.10) when β ≤ α, and the estimates (8.11)
and (8.12) when β > α.

Let us write down the calculations when β > α. We rely on estimate (8.12). For all
x ∈ Dβ(0, 3/2),

wα,β(x) = −
ˆ
Dβ(0,2)

∇2
‹Gα,β(x, x̃)A(x̃/α)∇(χd(x̃′/α)Θ(x̃′, x̃d/β))dx̃

= −
ˆ
Dβ(0,2)∩{|x−x̃|≤β}

∇2
‹Gα,β(x, x̃)A(x̃/α)∇(χd(x̃′/α)Θ(x̃′, x̃d/β))dx̃

−
ˆ
Dβ(0,2){|x−x̃|>β}

∇2
‹Gα,β(x, x̃)A(x̃/α)∇(χd(x̃′/α)Θ(x̃′, x̃d/β))dx̃

= I1 + I2.

We get on the one hand by (8.11)

|I1| ≤ C
Å

1

α
+

1

β

ãˆ
{|x−x̃|≤β}

δ(x)τ

|x− x̃|d−1+τ
dx̃

≤ Cδ(x)τ
Å

1

α
+

1

β

ãˆ
|ỹ|≤1

1

|ỹ|d−1+τ
dỹ ≤ C

Å
1

α
+

1

β

ã
β1−τδ(x)τ ,
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and on the other hand by (8.12)

|I2| ≤ Cβ−1
Å

1

α
+

1

β

ãˆ
Dβ(0,2)∩[−3/2,3/2]d−1×[−3M0β/2,3M0β/2]∩{|x−x̃|>β}

δ(x)τδ(x̃)τ

|x− x̃|d−2+2τ
dx̃

≤ Cδ(x)τβτ−1
Å

1

α
+

1

β

ãˆ
Dβ(0,2)∩[−3/2,3/2]d−1×[−3M0β/2,3M0β/2]∩{|x−x̃|>β}

1

|x− x̃|d−2+2τ
dx̃

≤ Cδ(x)τβτ−1
Å

1

α
+

1

β

ã{ˆ
|x′−x̃′|>β

1

|x′ − x̃′|d−2+2τ

ˆ 3M0β/2

−3M0β/2

1{
1 + (xd−x̃d)2

|x′−x̃′|2
}(d−2+2τ)/2

dx̃ddx̃
′

+

ˆ
{|x−x̃|>β}∩{|x′−x̃′|<β}×[−3M0β/2,3M0β/2]

1

|x− x̃|d−2+2τ
dx̃

}

≤ Cδ(x)τβτ−1
Å

1

α
+

1

β

ã{
β2−2τ

ˆ
|ỹ′|>1

1

|ỹ′|d−2+2τ
dỹ′ + β2−2τ

}

≤ C
Å

1

α
+

1

β

ã
β1−τδ(x)τ ,

for 1/2 < τ < 1.

8.3 Proof of the Lipschitz estimate

We now tackle the proof of Theorem 27 relying on the three-step compactness method.
The two usual auxiliary lemmas (improvement and iteration) read as follows.

Lemma 33 (improvement lemma). There exist 0 < ε0 < 1, 0 < θ < 1/8, such that for all
ψ ∈ C1,ν0

M0
, for all A ∈ A0,ν0, for all 0 < α, β < ε0, for all u

ε weak solution to (8.1), if

‖uα,β‖L∞(Dβ(0,1/2)) ≤ 1,

then∥∥∥uα,β(x)−
Ä
∂xdu

α,β
ä

0,θ

¶
xd − α(1−Θ(x′, xd/γ))χd(x/α)− αwα,β(x)

−βψ(x′/β)Θ(x′, xd/γ)− βvα,β(x)
©∥∥∥

L∞(Dβ(0,θ))
≤ θ1+µ, (8.16)

where γ := max(α, β).

Lemma 34 (iteration lemma). Let 0 < ε0 < 1 and θ > 0 as given by Lemma 33. There
exists C1 > 0, for all k ∈ N, k ≥ 1, for all 0 < α, β < θk−1ε0, for all ψ ∈ C1,ν0

M0
, for all

A ∈ A0,ν0, for all uα,β weak solution to (8.1), if

‖uα,β‖L∞(Dβ(0,1/2)) ≤ 1,

then there exist aα,βk ∈ R, V α,β
k = V α,β

k (x) and Wα,β
k = Wα,β

k (x) such that

|aα,βk | ≤ (C0/θ)[1 + θµ + . . . θ(k−1)µ],

|V α,β
k (x)| ≤ (C0C1/θ)[1 + θµ + . . . θ(k−1)µ]

®
δ(x)τ/βτ , if β > α,Ä

1
α + 1

β

ä
α1−τδ(x)τ , if β ≤ α,

|Wα,β
k (x)| ≤ (C ′0C1/θ)[1 + θµ + . . . θ(k−1)µ]δ(x)τ

® Ä
1
α + 1

β

ä
β1−τδ(x)τ , if β > α,

δ(x)τ/ατ , if β ≤ α,
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where C0 (resp. C ′0) is the constant appearing in (8.14) (resp. (8.15)) and∥∥∥uα,β(x)− aα,βk
¶
xd − α(1−Θ(x′, xd/γ))χd(x/α)− βψ(x′/β)Θ(x′, xd/γ)

©
−αWα,β

k (x)− βV α,β
k (x)

∥∥∥
L∞(Dβ(0,θk))

≤ θk(1+µ),

with γ := max(α, β).

We emphasize a few points of the proof of Lemma 33. The general scheme developed
in the proof of Lemma 14 works all the same here. As usual we assume that there exist
sequences αk, βk → 0, ψk ∈ C1,ν0

M0
, Ak ∈ A0,ν0 such that

‖uαk,βk‖L∞(Dβk (0,1/2)) ≤ 1,

and∥∥∥uαk,βk(x)−
Ä
∂xdu

αk,βk
ä

0,θ

¶
xd − αk(1−Θ(x′, xd/γk))χ

d
k(x/αk)− αkwαk,βk(x)

−βkψk(x′/βk)Θ(x′, xd/γk)− βkvαk,βk(x)
©∥∥∥

L∞(Dβk (0,θ))
> θ1+µ, (8.17)

with γk := max(αk, βk). The control of ‖uαk,βk‖L∞(Dβk (0,1/2)) and the Hölder estimate

imply that uαk,βk is bounded in C0,µ uniformly in αk and βk. We can therefore extract
subsequences converging strongly in C0(Dβk(0, 1/2)). Furthermore, Cacciopoli's inequality
yields weak compactness in H1. These convergences make it possible to pass to the limit
in (8.17), which contradicts the estimate for constant homogenized coe�cients in the �at
domain.

The key for the proof of the iteration Lemma 34 is the uniformity of (8.16) in α and
β. Notice also that β/θk > α/θk for all k ≥ 1 whenever β > α.

Proof of Theorem 27. If both α and β > ε0, then the theorem follows from classical esti-
mates. Assume now that (at least) one of the two parameters is less than ε0. If β ≥ ε0

(resp. α ≥ ε0), then Theorem 27 follows from the Proposition 29 (resp. Proposition 28).
Assume now that 0 < α, β < ε0 and let ψ ∈ C1,ν0

M0
and A ∈ A0,ν0 be �xed for the rest of

the proof. Let also x0 := (0, x0,d) ∈ Dβ(0, 1/2) be �xed.
Assume that α < β. In that case, we will blow-up at the biggest of the two scales, i.e.

β. There exist a k ≥ 1 such that θk ≤ β/ε0 < θk−1. We have

‖uα,β‖L∞(Dβ(0,β/ε0)) ≤ θk(1+µ) + |aα,βk |
¶
‖xd − βψ(x′/β)Θ(x′, xd/β)‖L∞(Dβ(0,θk))

+α‖(1−Θ(x′, xd/β))χd(x/α)‖L∞(Dβ(0,θk)) + α‖Wα,β
k (x)‖L∞(Dβ(0,θk)) + β‖V α,β

k (x)‖L∞(Dβ(0,θk))

©
≤ Cθk ≤ Cβ.

Assume that α ≥ β. In that case, we will blow-up at the biggest of the two scales, i.e. α.
There exist a k ≥ 1 such that θk ≤ α/ε0 < θk−1. We have

‖uα,β‖L∞(Dβ(0,α/ε0)) ≤ θk(1+µ) + |aα,βk |
¶
‖xd − βψ(x′/β)Θ(x′, xd/α)‖L∞(Dβ(0,θk))

+α‖(1−Θ(x′, xd/α))χd(x/α)‖L∞(Dβ(0,θk)) + α‖Wα,β
k (x)‖L∞(Dβ(0,θk)) + β‖V α,β

k (x)‖L∞(Dβ(0,θk))

©
≤ Cθk ≤ Cα.

The case of arbitrary points x0 ∈ Dβ(0, 1/2) is treated in a standard way.
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9 Further generalizations

9.1 A generalization to boundaries with macroscopic behavior

For this part only, we address a generalization of the Lipschitz estimate to domains with
oscillating boundaries with a macroscopic dependence

ψ = εψ(x′, x′/ε).

The Lipschitz estimate should hold provided that we have enough regularity ensuring
classical estimates. There are only small modi�cations to be done in the iteration procedure
(Lemma 15). Let ψ = ψ(x′, y′) ∈ C1,ν0(Rd−1 ×Rd−1) be a function such that 0 ≤ ψ ≤M0

and

sup
y′∈Rd−1

‖∇1ψ(·, y′)‖L∞(Rd−1) + sup
x′∈Rd−1

‖∇2ψ(x′, ·)‖L∞(Rd−1)

+ sup
y′∈Rd−1

[∇1ψ(·, y′)]C0,ν0 (Rd−1) + sup
x′∈Rd−1

‖∇2ψ(x′, ·)‖C0,ν0 (Rd−1) ≤M0. (9.1)

The improvement lemma and the blow-up analysis go through in the exact same way as
for ψ = ψ(y′) ∈ C1,ν0

M0
. The estimate corresponding to the one of Lemma 14 is∥∥∥uε(x)−

Ä
∂xdu

ε
ä

0,θ

{
xd − εψ(x′, x′/ε)Θ(x′, xd/ε)− εvε(x)

}∥∥∥
L∞(Dε(0,θ))

≤ θ1+µ. (9.2)

For the sake of completeness, let us do the �rst step of the iteration. We consider

U ε(x) :=
1

θ1+µ

[
uε(θx)−

Ä
∂xdu

ε
ä

0,θ

{
θxd − εψ(θx′, θx′/ε)Θ(θx′, θxd/ε)− εvε(θx)

}]
,

which solves  −∆U ε = 0, x ∈ Dε/θ
ψ1 (0, 1/2),

U ε = 0, x ∈ ∆
ε/θ
ψ1 (0, 1/2),

where ψ1 := ψ(θ·, ·). Notice that ψ1 satis�es the bounds (9.1) and that by estimate (9.2)
‖U ε‖L∞(Dε

ψ1 (0,1/2)) ≤ 1. Applying now the ad hoc improvement lemma, we get for ε/θ < ε0

∥∥∥U ε − (∂xdU
ε)0,θ

{
xd − ε/θψ1(x′, θx′/ε)Θ(x′, θxd/ε)− ε/θvε/θψ1 (x)

}∥∥∥
L∞(D

ε/θ

ψ1 (0,θ))
≤ θ1+µ,

where v
ε/θ
ψ1 is a solution of (4.2) with ψ1 in place of ψ, N = 1 and A = Id. Therefore

∥∥∥uε(θx)−
Ä
∂xdu

ε
ä

0,θ

{
θxd − εψ(θx′, θx′/ε)Θ(θx′, θxd/ε)− εvε(θx)

}
−θµ(∂xdU

ε)0,θ

{
θxd − εψ1(x′, θx′/ε)Θ(x′, θxd/ε)− εvε/θψ1 (x)

}∥∥∥
L∞(D

ε/θ

ψ1 (0,θ))
≤ θ2(1+µ),

which using ψ1(x′, θx′/ε) = ψ(θx′, θx′/ε) and Θ(x′, θxd/ε) = Θ(θx′, θxd/ε) for |x′| < 1
boils down to∥∥∥uε(x)−

[Ä
∂xdu

ε
ä

0,θ
+ θµ(∂xdU

ε)0,θ

] {
xd − εψ(x′, x′/ε)Θ(x′, xd/ε)

}
−ε
Ä
∂xdu

ε
ä

0,θ
vε(x)− εθµ(∂xdU

ε)0,θv
ε/θ
ψ1 (x)

∥∥∥
L∞(Dε

ψ
(0,θ2))

≤ θ2(1+µ).
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9.2 Inclined bumpy half-spaces

Consider now an inclined half-space domain Ωε ⊂ Rd, such that there is a ψ1 ∈ C1,ν0
M0

and
an orthogonal matrix O ∈Md(R), such that

Ωε
1 := OΩε = {x ∈ Rd : ∃z ∈ Ωε, x = Oz}

= {(x′, xd) ∈ Rd : xd > εψ1(x′/ε)}.
This means that Ωε is just the rotation of an oscillating half-space domain Ωε

1 of the type
studied all along this paper.

We intend to emphasize a recent result of Schmutz [31], which has been communicated
to us by Zhongwei Shen [32]. This result may be of interest to the PDE community.

Theorem 35 ([31], Theorem 3.1). Let O ∈ Md(R) an orthogonal matrix. For any δ > 0,
there exists an orthogonal matrix T ∈Md(Q), i.e. with rational entries, such that:

1. |O − T | = sup1≤α,β≤d |Oαβ − Tαβ| < δ;

2. each entry of T has a denominator bounded from below by a constant depending only
on d and δ.

We would like to apply this theorem to get estimates on the system®
−∇ ·A(z/ε)∇uε = 0, z ∈ Ωε ∩B(0, 1),

uε = 0, z ∈ ∂Ωε ∩B(0, 1),
(9.3)

using the theory we have developed in this paper.
Let δ > 0 be small enough, such that for any orthogonal matrix T satisfying |O−T | < δ,

we have the existence of ψ2 ∈ C1,ν0
M0

and

Ωε
2 := TΩε = {x̂ ∈ Rd : ∃z ∈ Ωε, x̂ = Tz}

= {(x̂′, x̂d) ∈ Rd : x̂d > εψ2(x̂′/ε)}.

In other words, since we control ‖∇ψ‖L∞(Rd−1) uniformly in the class C1,ν0
M0

, a slight rotation
of Ωε

1 will still be a half-space above a graph. We �x δ.
Take now a matrix T approximating O such as given by Theorem 35. In particular,

both T and T−1 are orthogonal with rational entries, |O− T | < δ, and there exists a large
integer N , depending only on d and δ such that NT−1 has integer entries. Now, let

Ωε
3 := TΩε = {x̂ ∈ Rd : ∃z ∈ Ωε, x̂ = Tz}.

There exists ψ3 ∈ C1,ν0
M0

such that

Ωε
3 = {(x̂′, x̂d) ∈ Rd : x̂d > εψ3(x̂′/ε)}.

We proceed to the change of variables x̂ := N−1Tz and let wε(x̂) := uε(z), where uε solves
(9.3). After this change of variables, wε = wε(x̂) solves®

−∇ ·B(x̂/ε)∇wε = 0, x̂ ∈ Ωε
3 ∩B(0, 1),

wε = 0, x̂ ∈ ∂Ωε
3 ∩B(0, 1),

(9.4)

where for all 1 ≤ α, β ≤ d and 1 ≤ i, j ≤ N , for all x̂ ∈ Ωε
3,

Bαβ
ij (x̂/ε) = N−2TαγTβδA

γδ
ij (NT−1x̂).

Since NT−1 has integer entries, A(NT−1·) is periodic (with a very large period), so B is
also periodic. Therefore, we can apply all the estimates we have proved for (1.1) to the
system (9.4).
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